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ABSTRACT
Progress indicators are desirable for machine learning model building that often takes a long time, by continuously estimating the remaining model building time and the portion of model building work that has been finished. Recently, we proposed a high-level framework using system approaches to support non-trivial progress indicators for machine learning model building, but offered no detailed implementation technique. It remains to be seen whether it is feasible to provide such progress indicators. In this paper, we fill this gap and give the first demonstration that offering such progress indicators is viable. We describe detailed progress indicator implementation techniques for three major, supervised machine learning algorithms. We report an implementation of these techniques in Weka.
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1. INTRODUCTION

Machine learning model building is time-consuming. As mentioned in Khan et al. [11, page 121], it takes 2.5 days to use a modern graphics processing unit to train a deep convolutional neural network on 5,000 images. A team at Google reported taking six months using a large computer cluster to train a deep convolutional neural network on an internal Google data set with 100 million images [8]. As a standard rule of thumb in human-computer interaction, every task taking >10 seconds needs a progress indicator (see Figure 1) to continuously estimate the remaining task execution time and the portion of the task that has been finished [23, Chapter 5.5]. According to this rule of thumb and as evidenced by several user requests [1, 10], progress indicators are desirable for machine learning model building. This desideratum can also be shown by drawing an analogy to database query execution. Due to numerous user requests, Microsoft recently incorporated progress indicators into its SQL Server database management system [12]. Compared to database query execution, machine learning model building needs progress indicators even more, as it usually runs several orders of magnitude more slowly on the same amount of data. In addition to making the machine learning software more user friendly and helping users better use their time, sophisticated progress indicators can also facilitate load management and automatic administration, e.g., in order to finish building a model in a given amount of time [20]. As detailed in our paper [20], some machine learning software provides trivial progress indicators for model building with certain machine learning algorithms, like displaying the number of decision trees that have been formed in a random forest. Yet, to the best of our knowledge, no existing machine learning software offers a non-trivial progress indicator.

Recently, we proposed a high-level framework using system approaches to support non-trivial progress indicators for machine learning model building, but offered no detailed implementation technique [20]. It is an open question whether such progress indicators can be provided and give useful information. In this paper, we fill this gap by demonstrating for the first time that offering such progress indicators is viable. We describe detailed progress indicator implementation techniques for three major, supervised machine learning algorithms: neural network, decision tree, and random forest. We report an implementation of these techniques in Weka [32]. While the resulting progress indicator could be enhanced, our experiments show that it is useful even with varying run-time system loads and estimation errors from the machine learning software. Furthermore, it incurs a negligible penalty on model building time.

Sophisticated progress indicators originated from the database community [5, 16-18]. To support progress indicators for machine learning model building, we modify several system techniques originally developed for database query progress indicators. In addition, we design several new techniques tailored to machine learning model building, and use a different method to estimate the model building cost for each machine learning algorithm.

The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 reviews our previously proposed, high-level framework for supporting progress indicators for machine learning model building. Section 4 presents a set of progress indicator implementation techniques for three supervised machine learning algorithms. Section 5 reports an implementation of these techniques in Weka. Section 6 points out some interesting areas for future work. We conclude in Section 7.

2. RELATED WORK
In this section, we briefly discuss related work. A detailed discussion of related work is provided in our prior paper [20].
Sophisticated progress indicators

Researchers have built sophisticated progress indicators for database queries [5, 12, 16-18], subgraph queries [33], static program analysis [13], program compilation [15], and MapReduce jobs [21, 22]. In addition, we have designed sophisticated progress indicators for automatic machine learning model selection [14, 19]. Since each type of task has its own properties, we cannot use the techniques described in prior work [5, 13-18, 21, 22, 33] for machine learning model building directly without modification.

Predicting machine learning model building time

Multiple papers have been published on predicting machine learning model building time [6, 25-29]. The predicted model building time is usually inaccurate, is not continuously revised, and could differ significantly from the actual model building time on a loaded computer. Progress indicators need to keep revising the predicted model building time.

Complexity analysis

For constructing a machine learning model, researchers have conducted much work computing the time complexity and giving theoretical bounds on the number of rounds that will be required for passing through the training set [2, 30]. This information is insufficient to support progress indicators and offers no estimate of model building time on a loaded computer. Time complexity usually ignores coefficients and lower order terms needed for projecting model building cost. Data properties can affect the number of needed rounds. The theoretical bounds on that number are often loose and ignore data properties [24]. To support progress indicators properly, the projected number of rounds should be periodically revised as model building proceeds.

Below is a list of symbols used in the paper.

- $b$: number of training instances in each bootstrap sample
- $c_{avg}$: the average actual cost of building each previous tree in the random forest
- $C$: child node of an internal node of the decision tree
- $c_v$: approximate cost of building the current tree in the random forest
- $c_j$: actual cost of building the $j$-th tree in the random forest
- $c_k$: projected cost of building the $k$-th tree in the random forest
- $e_{P1}$: Procedure 1's cost estimate
- $e_{P2}$: Procedure 2's cost estimate
- $e_{P3}$: Procedure 3's cost estimate
- $d$: total number of features of the data set
- $d_{cat}$: number of categorical features of the data set
- $d_j$: number of relevant features needing to be checked at internal node $J$ of the decision tree
- $d_{num}$: number of numerical features of the data set
- $f(n)$: cost of sorting $n$ training instances for a numerical feature
- $g$: minimum number of data instances required at each leaf node of the decision tree
- $G_j$: estimated growth cost of the subtree rooted at node $J$ of the decision tree
- $J$: internal node of the decision tree
- $l$: number of non-leaf levels of the decision tree
- $m$: number of trees included in the random forest
- $n$: number of training instances
- $n_j$: number of training instances reaching internal node $J$ of the decision tree
- $p$: estimated percentage of work that has been completed for building the current tree in the random forest
- $R$: root node of the decision tree
- $S$, $S_1$, $S_2$: set of training instances
- $|S|$: number of elements in the set of training instances $S$
- $T_j$: the $j$-th tree in the random forest
- $T_U$: the subtree rooted at internal node $J$ of the decision tree
- $U$: unit of work
- $w$: amount of work in $U$ that has been completed for building the current tree in the random forest
- $\tau_e$: threshold for deciding whether to keep refining the estimated growth cost of a subtree during its growth
- $\tau_g$: threshold for deciding whether to keep refining the estimated sorting cost of a set of training instances during the sorting process

3. OUR PREVIOUSLY PROPOSED FRAMEWORK

In this section, we briefly review our previously proposed, high-level framework for supporting progress indicators for machine learning model building. We start with the model building cost estimated by the machine learning software. Both the projected model building cost and the current model building speed are measured by $U$, the unit of work. When data are in the form of a collection of data instances, each $U$ depicts one data instance. The model building cost is the total number of data instances to be processed counting repeated processing.

During model building, we keep collecting multiple statistics such as the number of model building iterations and the number of data instances that have been processed. We keep monitoring the model building speed defined as the number of $U$s processed in the last $K$ seconds. $K$'s default value is 10. While a model is being built, we obtain more precise information about the model building task and keep revising the estimated model building cost. This more precise information is used to periodically update the progress indicator. At any given time, the estimated remaining model building time = the estimated remaining model building cost / the current model building speed.

4. IMPLEMENTATION TECHNIQUES

In this section, we describe detailed progress indicator implementation techniques for three major, supervised machine learning algorithms: neural network, decision tree, and random forest. Often, an algorithm can be implemented in one of several ways [2, 32]. This paper’s goal is neither to cover many algorithms and all possible ways of implementing each algorithm, nor to have the progress indicator’s estimates attain the maximum possible accuracy. Instead, our goal is to demonstrate, via using three algorithms and some typical ways of implementing them as case studies, that it is feasible to offer non-trivial and useful progress indicators for machine learning model building. Users can often benefit even from a rough estimate of the remaining model building time [4].

4.1 Neural network

In this section, we describe the method for estimating the cost of training a neural network. A neural network is trained in epochs. Each epoch requires passing through all training instances once,
with a cost in $U$ equal to the number of training instances. The cost of training a neural network is estimated as the number of training instances $\times$ the number of epochs needed. Before a neural network can be trained, the user of the machine learning software needs to specify the number of desired epochs as a hyperparameter value. We use this value as the estimated number of epochs needed. If early stopping does not occur, the neural network will be trained for this number of epochs.

### 4.2 Decision tree

In this section, we describe the method for estimating the cost of building a decision tree. We consider a univariate decision tree implemented using the C4.5 algorithm described in Witten et al. [32]. The tree building process consists of two stages. In the first stage, the tree grows fully. In the second stage, the tree is pruned. The tree building cost is the sum of the tree growth and pruning costs. Whenever we refine the estimated tree growth or pruning cost, we revise the estimated tree building cost accordingly. Also, once the tree grows fully, we know the exact tree growth cost and update the estimated tree building cost correspondingly.

Building a decision tree requires many basic operations. An example of a basic operation is comparing two training instances based on a numerical feature’s values. In our computation, each basic operation has a cost of $1U$. In what follows, we first review a classical result that will be used in estimating the tree building cost (Section 4.2.1). Then we show how to estimate the tree growth cost (Sections 4.2.2 and 4.2.3). Finally, we present how to estimate the tree pruning cost (Sections 4.2.4 and 4.2.5).

#### 4.2.1 A classical result

When estimating the tree building cost, we use the following result, which has previously been used to analyze the quicksort algorithm’s complexity.

**Theorem 1.** Given $n = 2^h$ and the recursive equation $l(n) = 2l(n/2) + cn$, we have $l(n) = n/2 \times l(2) + cn \log_2 n - 1$.

**Proof.**

$$
\begin{align*}
  l(n) &= 2l(n/2) + cn \\
  &= 2(2l(n/4) + cn/2) + cn \\
  &= 2^2l(n/4) + 2cn \\
  &= \ldots \\
  &= 2^{h-1}l(n/2^{h-1}) + (h - 1)cn \\
  &= n/2 \times l(2) + cn(\log_2 n - 1). \quad (as \ h = \log_2 n)
\end{align*}
$$

#### 4.2.2 The initial tree growth cost estimate

In this section, we show how to compute the initial cost estimate of fully growing a decision tree.

#### 4.2.2.1 Overview

Let $n$ denote the number of training instances, $d_{cat}$ denote the number of categorical features, $d_{num}$ denote the number of numerical features, $d = d_{cat} + d_{num}$ denote the total number of features of the data set, and $g$ denote the minimum number of data instances required at each leaf node of the tree.

Initially, before tree building starts, we make two simplifying assumptions when estimating the tree growth cost, to make the computation more tractable:

1. **Assumption 1:** Each internal node $J$ chooses one of the $d$ features as its splitting attribute. If the splitting attribute is a numerical feature, $J$ has two child nodes. This feature is checked at each internal node below $J$ (i.e., each descendant, non-leaf node of $J$) to decide the test function to be used there. Otherwise, if the splitting attribute is a categorical feature, $J$ can have $>2$ child nodes, one for each possible feature value. This feature is no longer checked at any node below $J$. We assume that each internal node chooses a numerical feature as its splitting attribute. Consequently, each internal node has two child nodes. All $d$ features are checked at each internal node to decide the test function to be used there.

2. **Assumption 2:** How balanced a tree is affects its growth cost. A decision tree is usually reasonably, albeit not perfectly, balanced [9]. Using this as a heuristic, we assume the tree is perfectly balanced (Figure 2), with each leaf node containing exactly $g$ training instances. Also, we assume no feature value is missing in any training instance. Accordingly, the tree has $~n/g$ leaf nodes. When each internal node has two child nodes, the tree has $~\log_2(n/g)$ non-leaf levels. Each of the $n$ training instances reaches exactly one node on any given level. All training instances arriving at each internal node are divided into two partitions of equal size based on the test function used there.

As the tree is being built, we collect various statistics like the number of training instances reaching each internal node and the number of features needing to be checked at each internal node. We keep correcting any inaccuracies caused by these two assumptions so that the impact of these inaccuracies on the cost estimate diminishes over time. This is essential for making the tree growth cost estimated by the progress indicator more precise over time.

![Figure 2. A perfectly balanced decision tree.](image)

The tree growth cost has three components, one for each of three procedures:

1. **Procedure 1:** For each numerical feature, sort all training instances based on its values. This is done once at the root node. As shown in Witten et al. [32, pages 211-212], repeated sorting can be avoided at other internal nodes using additional storage. If this is not the case, training instances need to be sorted for each numerical feature at each internal node.

2. **Procedure 2:** Check every relevant feature at each internal node to decide the test function to be used there.

3. **Procedure 3:** Split all training instances arriving at each internal node into two or more partitions based on the test function used there.

The tree growth cost is the sum of these three procedures’ costs.

#### 4.2.2.2 Procedure 1’s initial cost estimate

In Procedure 1, the quicksort algorithm is often used to implement sorting. In this case, we proceed similarly to the standard best-case complexity analysis of the quicksort algorithm to estimate the cost $f(n)$ in $U$ of sorting $n$ training instances for a numerical feature. Our cost estimation method computes both coefficients and lower order terms, which are usually ignored in
4.2.2.4 Procedure 3’s initial cost estimate

In Procedure 3, we split all training instances arriving at each internal node into two or more partitions based on the test function used there. To split all training instances arriving at an internal node, we pass through them once, with a cost in $U = \text{number of these training instances.}

Based on Assumption 2, all $n$ training instances reach each of the $-\log_2(n/g)$ non-leaf levels of the tree. At each non-leaf level, we pass through all $n$ training instances once to split them at all internal nodes at that level, with a cost in $U = n$. In addition, for each of the $d_{\text{num}}$ numerical features, we pass through all $n$ training instances a second time at all internal nodes at that level, with a cost in $U = n$. This is to produce the data structure in each partition recording the sort order of the training instances there based on the feature’s values [32, pages 211-212]. Putting it all together, Procedure 3’s cost in $U$ is estimated to be $\hat{c}_{p3} = (d_{\text{num}} + 1)n\log_2(n/g)$.

4.2.3 Refining the estimated tree growth cost

In this section, we show how to continuously refine the cost estimate of fully growing a decision tree. We first present how to keep refining Procedures 2 and 3’s cost estimates (Section 4.2.3.2). Then we describe how to refine Procedure 1’s cost estimate regularly (Sections 4.2.3.3 and 4.2.3.4). At cost refinement time, the tree growth cost is projected as the sum of Procedures 1, 2, and 3’s cost estimates. Whenever we refine the cost estimate of Procedure 1, 2, or 3, we revise the estimated tree growth cost accordingly. Also, once Procedure 1 finishes at the root node, we know Procedure 1’s exact cost and revise the estimated tree growth cost accordingly.

4.2.3.1 Collecting statistics

During tree building, we track both the number of training instances $n_J$ arriving and the number of relevant features $d_J$ needing to be checked at each internal node $J$ of the tree. All numerical features are relevant at each internal node. In comparison, once a categorical feature is used as the splitting attribute at an internal node $J$, the feature becomes irrelevant at each internal node below $J$. Thus, we compute $d_J$ recursively. For the root node $R$, $d_R$ is the total number of features $d$ of the data set. For each child internal node $C$ of $J$, $d_C = d_J$ if a numerical feature is used as the splitting attribute at $J$. $d_C = d_C - 1$ if a categorical feature is used as the splitting attribute at $J$.

4.2.3.2 Refining Procedures 2 and 3’s cost estimates

When arriving at an internal node $J$, we compute the test function to be used at $J$, and then split all training instances reaching $J$ into two or more partitions based on the test function. The latter’s cost in $U = \text{number of these training instances.}$

Based on Assumption 2, all $n$ training instances reach each of the $-\log_2(n/g)$ non-leaf levels of the tree. At each non-leaf level, we pass through all $n$ training instances once to check the feature at all internal nodes at that level, with a cost in $U = n$. Accordingly, Procedure 2’s cost in $U$ is estimated to be $\hat{c}_{p2} = dn\log_2(n/g)$.
4.2.2.4 to estimate and add Procedures 2 and 3’s costs, we project the growth cost of the subtree rooted at \( J \) as

\[
\hat{\bar{\chi}}_{J} = \hat{\chi}_{p2} + \hat{\chi}_{p3} = d_{c}n_{c}\log_{2}(n_{c}/g) + (d_{\text{num}} + 1)n_{c}\log_{2}(n_{c}/g)
\]

When no training instance reaching \( J \) has a missing splitting attribute value, we have \( \sum_{c}n_{c} = n_{J} \). Otherwise, if some training instances reaching \( J \) have missing splitting attribute values and are put into every partition at \( J \), we have \( \sum_{c}n_{c} > n_{J} \).

When arriving at an internal node \( J \), we compare the projected growth cost \( \hat{\bar{\chi}}_{J} \) of the subtree rooted at \( J \) with a given threshold \( \tau_{J} \). When \( J \) is the root node, we have a slight abuse of notation: \( \hat{\bar{\chi}}_{J} \) excludes Procedure 1’s cost, which should be included in \( T_{J} \)’s growth cost. The comparison has two possible results:

1) \( \hat{\bar{\chi}}_{J} > \tau_{J} \): We keep refining the estimated growth cost of \( T_{J} \) during its growth. When we finish Procedures 2 and 3 for \( J \), we refine the estimated tree growth cost as the sum of the amount of work that has been completed, and the projected growth cost of each top-level subtree remaining to be built.

2) \( \hat{\bar{\chi}}_{J} \leq \tau_{J} \): We do not refine the estimated growth cost of \( T_{J} \) during its growth. Instead, we can grow \( T_{J} \) fully and know its actual growth cost quickly, without incurring any additional estimation overhead. Once \( T_{J} \) grows fully, we refine the estimated tree growth cost in the same way as mentioned above.

In our implementation, we set \( \tau_{J} \)’s default value to 10,000 to strike a balance between minimizing estimation overhead and keeping refining the estimated tree building cost at a reasonable frequency.

For example, Figure 3 shows a tree under construction. Nodes \( J_{1}, J_{2}, \) and \( J_{3} \) and the subtree \( T_{J_{3}} \) rooted at node \( J_{3} \) have been formed. We just finished Procedures 2 and 3 for \( J_{2} \) whose \( \hat{\bar{\chi}}_{J_{2}} \) is \( > \tau_{J} \). The subtrees \( T_{J_{2}}, T_{J_{2}}, T_{J_{1}}, \) and \( T_{J_{1}} \) rooted at nodes \( J_{3}, J_{2}, J_{1}, \) and \( J_{0} \), respectively, are yet to be built. By this time, we have already known both the number of training instances arriving and the number of relevant features needing to be checked at each of \( J_{1}, J_{2}, J_{3}, \) and \( J_{0} \). Using these numbers, we have projected \( T_{J_{2}}, T_{J_{2}}, T_{J_{1}}, T_{J_{1}} \), and \( T_{J_{0}} \)’s growth costs. The estimated tree growth cost is refined as the sum of the amount of work that has been done in forming \( J_{1}, J_{2}, J_{3}, \) and \( T_{J_{3}} \), and the projected growth costs of \( T_{J_{2}}, T_{J_{2}}, T_{J_{1}}, T_{J_{1}} \), and \( T_{J_{0}} \).

4.2.3.4 Refining the cost estimate of sorting all training instances for a numerical feature

We grow the tree starting from the root node. As mentioned in Procedure 1, for each numerical feature at the root node, we use the quicksort algorithm to sort all training instances based on the feature’s values. Below, we show how to refine the cost estimate of sorting all training instances for a numerical feature continuously. Our discussion focuses on the case that no training instance has a missing value for the feature. If this is not the case, those training instances with missing values for the feature do not need to be sorted. We modify our computation to estimate the other training instances’ sorting cost. Procedure 1’s cost is the sum of the sorting cost for each numerical feature.

Quicksort works by recursively partitioning the set of training instances. As shown in Figure 4, this is similar to performing Procedures 2 and 3 to grow a binary decision tree. Accordingly, to keep refining the cost estimate of sorting all training instances for a numerical feature, we use a method similar to that in Section 4.2.3.2 for refining Procedures 2 and 3’s cost estimates regularly.

\[ f(|S_{j}|) = |S_{j}|(\log_{2}|S_{j}| - 1/2) \]

Before starting to sort a set of training instances \( S \), we compare \( |S| \) with a given threshold \( \tau \). There are two possible cases:

1) \( |S| > \tau \): We keep refining the estimated cost of sorting \( S \) during the sorting process. Once the split of \( S \) is done, we refine the estimated cost of sorting all training instances for the numerical feature as the sum of the amount of work that has been completed for this sorting, and the projected cost of sorting each top-level partition of training instances remaining to be processed.

2) \( |S| \leq \tau \): We do not refine the estimated cost of sorting \( S \) during the sorting process. Instead, we can sort \( S \) and know its actual sorting cost quickly, without incurring any additional estimation overhead. Once \( S \) is sorted, we refine the estimated cost of sorting all training instances for the numerical feature in the same way as mentioned above.
In our implementation, we set $\tau_i$’s default value to 5,000 to strike a balance between minimizing estimation overhead and keeping refining the estimated tree building cost at a reasonable frequency.

### 4.2.3.4 Refining Procedure 1’s cost estimate

Next, we describe how to continuously refine Procedure 1’s cost estimate. In Procedure 1, we sort all training instances for each numerical feature one by one at the root node. This is similar to building all trees in a random forest one after another. Section 4.3.2 presents our method for regularly refining a random forest’s building cost estimate. We use a similar method to keep refining Procedure 1’s cost estimate, by treating sorting all training instances for a numerical feature at the root node like building a tree in the random forest.

### 4.2.4 The initial tree pruning cost estimate

In this section, we show how to compute the initial tree pruning cost estimate. Two procedures can be done to prune a tree: subtree replacement and subtree raising. Our discussion focuses on the most important procedure of subtree replacement. Subtree raising can be time-consuming and is often not worthwhile [32, pages 214-215]. How to estimate its cost is left as an interesting area for future work.

In subtree replacement, each subtree is checked. If deemed appropriate, it is replaced by a leaf node. This check coupled with potential replacement is done recursively, going from the leaf nodes up towards the root node. We regard checking a subtree coupled with potential replacement as a basic operation with a cost of $1U$. Each subtree is rooted at a distinct internal node. The subtree replacement cost is $1 \sum_{J=1}^{cavg} nC_J / g_J$, where $cavg$ is the average number of internal nodes in the tree whenever Procedures 2 and 3’s cost estimates are revised (See Section 4.2.3.2).

More specifically, when arriving at an internal node $J$, we split all training instances reaching $J$ into two or more partitions based on the test function used at $J$. Once the split is done, for each child internal node $C$ of $J$, we know the number of training instances $nc$ reaching $C$. Then, if needed, using an approach similar to that in Section 4.2.4, we project the number of internal nodes in the subtree rooted at $C$ as $nc / g_J$.

When arriving at an internal node $J$, we compare the projected growth cost $G_J$ of the subtree $T_J$ rooted at $J$ with the threshold $\tau_J$. There are two possible cases:

1) $G_J > \tau_J$: We keep refining the estimated number of internal nodes in $T_J$ during its growth. When we finish Procedures 2 and 3 for $J$, we refine the projected number of internal nodes in the tree as the sum of the number of internal nodes that have been created, and the projected number of internal nodes in each top-level subtree remaining to be built.

2) $G_J \leq \tau_J$: We do not refine the estimated number of internal nodes in $T_J$ during its growth. Instead, we can grow $T_J$ fully and know its actual number of internal nodes quickly, without incurring any additional estimation overhead. Once $T_J$ grows fully, we refine the projected number of internal nodes in the tree in the same way as mentioned above.

Once the tree grows fully, we know the exact number of its internal nodes.

### 4.3 Random forest

In this section, we describe the method for estimating the cost of building a random forest.

#### 4.3.1 The initial cost estimate

A random forest is an ensemble of decision trees. A separate bootstrap sample of all training instances is created to build each tree. The random forest’s building cost is the sum of each tree’s building cost and each bootstrap sample’s creation cost.

Let $b$ denote the number of training instances in each bootstrap sample. We regard obtaining a training instance for a bootstrap sample as a basic operation with a cost of $1U$. Each bootstrap sample’s creation cost in $U = b$.

Consider a random forest including $m$ trees $T_j$ $(1 \leq j \leq m)$. Before building the random forest, we use the approach in Section 4.2.2 to compute an initial cost estimate of building a tree, by considering the following three factors in deriving the cost estimation formulas: 1) the tree is built using a bootstrap sample with $b$ training instances; 2) at each internal node of the tree, a fixed fraction of all features rather than all features are examined; and 3) no pruning is required. The initial cost estimate of building the random forest

$$= \left( \text{the initial cost estimate of building a tree } + b \right) \times m.$$

#### 4.3.2 Refining the cost estimate

We build the $m$ trees one by one, from $T_1$ to $T_m$. We refine the random forest’s building cost estimate whenever we finish building a tree or revise its estimated building cost. When building $T_i$ $(1 \leq i \leq m)$, we already know each previous tree $T_j$’s (1 ≤ $j$ < $i$) actual building cost $c_j$. These actual costs’ average value, $c_{avg} = \sum_{i=1}^{i-1} c_j / (i - 1)$, gives useful information for estimating the building costs of $T_i$ and each subsequent tree $T_k$ ($i + 1 \leq k \leq m$).

We project the random forest’s building cost as the sum of each previous tree $T_j$’s (1 ≤ $j$ < $i$) actual building cost $c_j$, $T_i$’s projected building cost $\hat{c}_i$, each subsequent tree $T_k$’s ($i + 1 \leq k \leq m$) projected building cost $\hat{c}_k$, and each bootstrap sample’s creation cost $b$. We use the approach in Section 4.2.3 to keep refining $T_i$’s approximate building cost $c_i$, by considering the three factors listed in Section 4.3.1. There are two possible cases of projecting the random forest’s building cost:

1) $i=1$: We use $c_0$ as $T_i$’s projected building cost. The random forest’s projected building cost $= m(c_0 + b)$.

2) $i>1$: We use both $c_{avg}$ and $c_0$ to project $T_i$’s building cost. More specifically, let $w$ denote the amount of work in $U$ that has been completed for building $T_i$, $p = w / c_0$ is an estimate of the percentage of work that has been completed for building $T_i$. Via linear interpolation, we project $T_i$’s building cost to be

$$\hat{c}_i = p \times c_0 + (1 - p) \times c_{avg}$$

$$= w + (1 - p) \times c_{avg}.$$

At the beginning of building $T_0$, $T_i$’s building cost is projected to be $c_{avg}$, which is computed using prior, actual tree building costs on the current data set and could be more accurate than the estimate of $c_0$. As $T_i$ is being built, the projected cost $\hat{c}_i$
keeps shifting towards $c_e$. After $T_i$ finishes building, the projected cost $\hat{c}_i = c_e = T_i$'s actual building cost.

We project each subsequent tree $T_k$ ($1 \leq i \leq k \leq m$)'s building cost as the average cost of building each previous tree $T_j$ ($1 \leq j < i$) and $T_i$:

$$\hat{c}_k = \left(\sum_{j=1}^{i-1} c_j + \hat{c}_j \right) / i.$$ 

Accordingly, the random forest’s projected building cost is:

$$\hat{U}_j = \sum_{i=1}^{j-1} c_i + \hat{c}_i + \sum_{k=i+1}^{m} \hat{c}_k + bm = m\left(\sum_{j=1}^{i-1} c_j + \hat{c}_j \right) / i + b.$$ 

As individual trees are being built, our cost estimation method tries to keep refining the random forest’s projected building cost smoothly. When we switch from finishing building one tree to starting building the next tree, the random forest’s projected building cost experiences no sudden jump.

5. PERFORMANCE

In this section, we present the performance results of progress indicators for machine learning model building. We implemented our techniques described in Section 4 in Weka Version 3.8 [32]. Weka is a widely used, open-source machine learning and data mining package. In all of our tests, our progress indicators could be updated every ten seconds with negligible overhead and gave useful information. We consider this to have met the three goals we set in our prior paper [20] for progress indicators: continuously revised estimates, minimal overhead, and acceptable pacing.

5.1 Experiment description

Our measurements were performed with Weka running on a Dell Precision 7510 computer with one quad-core 2.70GHz processor, 64GB main memory, one 2TB SATA disk, and running the Microsoft Windows 10 Pro operating system.

We used two well-known benchmark data sets (Table 1) from two standard machine learning data repositories [31, 34]. For each machine learning algorithm covered in Section 4, we chose a data set, on which model building took >100 seconds, to evaluate the progress indicator. The Arrhythmia data set [31] was used to evaluate the progress indicator for training neural networks. The “MNIST basic” data set [34] was used to evaluate the progress indicators for training the decision tree and random forest. In this study, the accuracy that a particular machine learning algorithm can achieve on a specific data set is irrelevant. Our purpose here is to show how well our progress indicators work, rather than to find the algorithm that can reach the highest accuracy on a given data set. As every task taking >10 seconds needs a progress indicator [23, Chapter 5.5], these two data sets are sufficient for demonstrating both the need for progress indicators for model building and our progress indicators’ performance. Using larger data sets will alter neither the trends shown by the performance curves nor our study’s main conclusions.

<table>
<thead>
<tr>
<th>name</th>
<th># of data instances</th>
<th># of attributes</th>
<th># of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrhythmia</td>
<td>452</td>
<td>279</td>
<td>16</td>
</tr>
<tr>
<td>MNIST basic</td>
<td>62,000</td>
<td>784</td>
<td>10</td>
</tr>
</tbody>
</table>

We used the default hyper-parameter value setting in Weka, except that for decision tree, we disabled subtree raising and did not unnecessarily force any split point of a numerical feature to be an actual data value. We performed two types of tests:

1) **Unloaded system test**: We built the machine learning model on an unloaded system.

2) **Workload interference test**: We started model building on an unloaded system. In the middle of model building, we started a new program creating 20 threads. Each thread kept running a CPU-intensive function until model building finished. These 20 threads competed with model building for CPU cycles.

For neural network, we report the progress indication results for both the unloaded system and the workload interference tests. For decision tree and random forest, we report the progress indication results for the unloaded system test only. For the workload interference test, the progress indication results for decision tree and random forest are similar to those for neural network, and provide no extra information. In all tests, we stored the progress indicators’ outputs in a file.

5.2 Test results for neural network

5.2.1 Unloaded system test results for neural network

In this test, a neural network was trained on an unloaded system. This test’s purpose is to show that for neural network whose training follows a known, fixed pattern in the absence of early stopping, the progress indicator’s estimates can be quite precise on an unloaded system.

Figure 5 shows the model building cost estimated by the progress indicator over time, with the exact model building cost depicted by the horizontal dotted line. The curve that represents the model building cost estimated by the progress indicator is a straight line and overlaps with the horizontal dotted line depicting the exact model building cost. During the entire model building process, the progress indicator knew the number of epochs needed and the exact model building cost.

![Figure 5. Model building cost estimated over time (unloaded system test for neural network).](image)

![Figure 6. Model building speed over time (unloaded system test for neural network).](image)
Figure 6 shows the model building speed monitored by the progress indicator over time. As the sole job running in the system, the neural network was trained at a regular pace, going through one training instance at a time. During the entire model building process, the monitored model building speed was relatively stable.

Figure 7 shows the remaining model building time estimated by the progress indicator over time, with the actual remaining model building time depicted by the dashed line. The dashed line is close to the curve showing the remaining model building time estimated by the progress indicator. That is, during the entire model building process, the remaining model building time estimated by the progress indicator was quite precise. This is because during the entire model building process, the progress indicator knew the exact model building cost, and the model building speed was relatively stable.

Figure 8 shows the progress indicator’s estimate of the percentage of model building work that has been completed over time. As work kept being performed at a relatively steady speed, the completed percentage curve is close to a straight line.

5.2.2 Workload interference test results for neural network

In the workload interference test, we started training a neural network on an unloaded system. In the middle of model training (at 90 seconds), we started a new program creating 20 threads one by one. Each thread kept running a CPU-intensive function until model building finished. Spawning these 20 threads took time and was completed at 150 seconds. These 20 threads made the system heavily loaded, decreased model building speed, and increased model building time from 290 seconds to 415 seconds. This test’s purpose is to show how our progress indicator adjusts to varying run-time system loads. In each figure of Section 5.2.2, we use two vertical dash-dotted lines, one depicting the time when the new program started running, and another indicating the time when all 20 threads were created.

Figure 9 shows the model building speed monitored by the progress indicator over time. Before the new program began running at 90 seconds, the shape of the curve in Figure 9 is similar to that in Figure 6. Once the new program began running, the model building speed kept decreasing as the 20 threads were created one after another, until all of them were formed at 150 seconds. This reflected that the system load kept increasing as new threads were started. After 150 seconds, the model building speed remained relatively stable at a lower level.

Figure 10 shows the remaining model building time estimated by the progress indicator over time, with the actual remaining model building time depicted by the dashed line. Before the new program started running at 90 seconds, the shape of the curve in Figure 10 is similar to that in Figure 7. During the entire model building process, the progress indicator knew the exact model building cost. Before 90 seconds, the progress indicator’s estimation error of the remaining model building time mainly resulted from the unexpected, large increase in system load starting after 90 seconds. After the new program started running at 90 seconds and as the 20 threads were created one after another,
the remaining model building time estimated by the progress indicator increased a few times. After all 20 threads were formed at 150 seconds, the dashed line becomes close to the curve showing the remaining model building time estimated by the progress indicator. That is, the remaining model building time estimated by the progress indicator became quite precise.

Figure 11 shows the progress indicator’s estimate of the percentage of model building work that has been completed over time. This percentage kept increasing over time, as work was continuously being done. The impact of running the new program is obvious starting from 90 seconds.

Figure 11. Completed percentage estimated over time (workload interference test for neural network).

5.3 Test results for decision tree
In this test, a decision tree was trained on an unloaded system. This test’s purpose is to show how the progress indicator handles the machine learning software’s estimation errors for a base model.

Figure 12 shows the model building cost estimated by the progress indicator over time, with the exact model building cost depicted by the horizontal dotted line. At the beginning of model building, the progress indicator’s estimated model building cost, which came from Weka, was far different from the exact model building cost. The estimation error of the model building cost resulted from the two simplifying assumptions we made in Section 4.2.2.1 when estimating the tree growth cost. The closer to the completion of model building, the more precise the model building cost estimated by the progress indicator. This reflects the progress indicator’s ability of continually correcting the inaccuracies caused by these two assumptions.

Figure 12. Model building cost estimated over time (unloaded system test for decision tree).

Figure 13 shows the model building speed monitored by the progress indicator over time. During model building, the monitored model building speed fluctuated. This results from the fact that decision tree building requires several types of basic operations. An example of a basic operation in Procedure 1 is comparing two training instances based on a numerical feature’s values. An example of a basic operation in Procedure 3 is allocating a training instance reaching an internal node to one of several partitions based on the test function used there. Different types of basic operations have varying processing overhead. This variance is ignored by our current cost estimation method.

Figure 13. Model building speed over time (unloaded system test for decision tree).

Figure 14 shows the remaining model building time estimated by the progress indicator over time. During model building, the monitored model building speed fluctuated. This results from the fact that decision tree building requires several types of basic operations. An example of a basic operation in Procedure 1 is comparing two training instances based on a numerical feature’s values. An example of a basic operation in Procedure 3 is allocating a training instance reaching an internal node to one of several partitions based on the test function used there. Different types of basic operations have varying processing overhead. This variance is ignored by our current cost estimation method.

Figure 14. Remaining model building time estimated over time (unloaded system test for decision tree).

Figure 15 shows the progress indicator’s estimate of the percentage of model building work that has been completed over time. This percentage kept increasing over time, as work was continuously being done. Due to both the fluctuations in the
monitored model building speed and the continuous refinement the progress indicator made to the estimated model building cost over time, the completed percentage curve is not quite close to a straight line.

![Figure 15. Completed percentage estimated over time (unloaded system test for decision tree).](image1)

### Figure 15. Completed percentage estimated over time (unloaded system test for decision tree).

#### 5.4 Test results for random forest

In this test, a random forest was trained on an unloaded system. This test’s purpose is to show how the progress indicator handles the machine learning software’s estimation errors for an ensemble model. In the default setting of Weka, a random forest includes 100 decision trees. On average, each tree took ~2.6 seconds to build on the “MNIST basic” data set.

Figure 16 shows the model building cost estimated by the progress indicator over time, with the exact model building cost depicted by the horizontal dotted line. At the beginning of model building, the progress indicator’s estimated model building cost, which came from Weka, was far different from the exact model building cost. However, once several decision trees were formed, the progress indicator obtained a reasonably accurate estimate of the average tree building cost, and could use this estimate to compute an accurate cost estimate of building the random forest. Thus, the progress indicator’s estimated model building cost became close to the exact model building cost in 10-20 seconds.

![Figure 16. Model building cost estimated over time (unloaded system test for random forest).](image2)

**Figure 16. Model building cost estimated over time (unloaded system test for random forest).**

Figure 17 shows the model building speed monitored by the progress indicator over time. During model building, the monitored model building speed fluctuated. This mainly resulted from two factors varying the work done over time. First, differing decision trees were built on different bootstrap samples of the data set. Second, a distinct subset of features was examined at each internal node of a tree.

![Figure 17. Model building speed over time (unloaded system test for random forest).](image3)

**Figure 17. Model building speed over time (unloaded system test for random forest).**

Figure 18 shows the remaining model building time estimated by the progress indicator over time, with the actual remaining model building time depicted by the dashed line. Starting from 10 seconds, the dashed line becomes reasonably close to the curve showing the remaining model building time estimated by the progress indicator. That is, the progress indicator’s estimated remaining model building time became reasonably precise. The closer to the completion of model building, the more precise the remaining model building time estimated by the progress indicator. Since the progress indicator’s estimated model building cost no longer changed much after 20 seconds, the fluctuations in the progress indicator’s estimated remaining model building time mainly resulted from the fluctuations in the monitored model building speed.

![Figure 18. Remaining model building time estimated over time (unloaded system test for random forest).](image4)

**Figure 18. Remaining model building time estimated over time (unloaded system test for random forest).**

Figure 19 shows the progress indicator’s estimate of the percentage of model building work that has been completed over time. As the progress indicator’s estimated model building cost no longer changed much after 20 seconds and work kept being performed at a relatively steady speed, the completed percentage curve is close to a straight line.

![Figure 19. Remaining model building time estimated over time (unloaded system test for random forest).](image5)

**Figure 19. Remaining model building time estimated over time (unloaded system test for random forest).**
6. AREAS FOR FUTURE WORK

In this section, we point out some interesting areas for future work to improve the progress indicator’s estimates for the machine learning algorithms covered in Section 4. We hope this will stimulate future research on this topic. As for the algorithms not covered in Section 4, we leave it as another interesting area for future work to design the detailed progress indicator implementation techniques. Some high-level ideas of how to build progress indicators for some of those algorithms are provided in our paper [20].

6.1 Neural network

In training a neural network, overfitting can become an issue and can be addressed by early stopping [3]. When the user of the machine learning software allows early stopping, network training may end early rather than always last for the full number of epochs specified by the user. A standard way to implement early stopping is to use a validation set separate from the training set. When the neural network’s error on the validation set satisfies a given criterion, such as increasing a certain number of times consecutively, network training is stopped.

When early stopping is allowed, the number of epochs needed for training the neural network is unknown beforehand and needs to be estimated. Before network training starts, we can perform meta-learning to compute an initial estimate of the number of epochs needed. Meta-learning constructs a predictive model using historical data from training neural networks on prior data sets. The predictive model projects the number of epochs needed based on the neural network’s hyper-parameter values and the data set’s feature values. The projected number is always ≤ the number of desired epochs specified by the user of the machine learning software. Meta-learning was used previously to forecast machine learning model building time [6, 25-29].

As a neural network is being trained, we periodically conduct meta-learning to refine the estimated number of epochs needed. In this case, we use a different predictive model, whose inputs include not only the neural network’s hyper-parameter values and the data set’s feature values, but also feature values extracted from the curve that depicts the neural network’s error on the validation set over the previous epochs. A high-level idea of how to extrapolate and use this curve for this purpose is given in our paper [20].

Training a deep neural network from scratch usually requires a lot of labelled data. When a deep neural network needs to be trained on a new data set of moderate size, supervised pre-training is often used to address the issue of insufficient training data, by initializing the network’s weights from those pre-trained on a related, large data set [7]. When early stopping is allowed, supervised pre-training impacts both the number of epochs needed for training the network and the curve depicting the network’s error on the validation set over epochs. This needs to be considered during meta-learning. In the presence and absence of supervised pre-training, we use two different sets of predictive models to project the number of epochs needed.

When early stopping is allowed, the cost of repeatedly evaluating the neural network on the validation set becomes part of the model building cost. Going through a training instance once has a different overhead from evaluating the neural network on a validation instance. If this difference is large, we can reflect it in the cost estimation by giving a weight ±1 to the latter operation.

The weighting method can also be used to handle cost estimation for voting. In voting, an ensemble of models forms the final model. Its building cost is the sum of each individual model’s building cost. The overhead of doing one unit of work can vary across different individual models. If the variance is large, we can reflect it in the cost estimation by giving a differing weight to each individual model. One way to assign the weights is to measure the average amount of CPU time taken to do one unit of work for each individual model. We initialize the weights from numbers computed from model building on historical data, and keep adjusting the weights based on measurements obtained from building the individual models in the current ensemble.

6.2 Decision tree

As shown in Section 4.2, building a decision tree requires several types of basic operations. Different types of basic operations have varying processing overhead. This variance is ignored by our current cost estimation method. To make the progress indicator’s estimates more precise, we can reflect this variance in cost estimation by giving a distinct weight to each type of basic operation. Similar to the approach mentioned above for voting, one way to assign the weights is to measure the average amount of CPU time taken to perform a basic operation of each type.

Our current cost estimation method does not handle subtree raising. Witten et al. [32, page 218] showed that given n training instances, subtree raising has a time complexity of O(n(log2 n)²). We can estimate the subtree raising cost as n(log2 n)² × a factor, project the factor via meta-learning, and keep refining the projected value during tree building.

7. CONCLUSIONS

In this paper, we describe detailed progress indicator implementation techniques for three major, supervised machine learning algorithms. Our main idea is to use a different method to estimate the model building cost for each algorithm. As a model is being built, we keep monitoring the current model building speed and revising the estimated model building cost. We continuously give the user an estimate of both the remaining model building time and the percentage of model building work that has been finished. Our experiments show that a non-trivial progress indicator based on our techniques gives useful information, adapts to varying run-time system loads, and compensates for the machine learning software’s estimation errors. This provides the first demonstration that offering non-trivial progress indicators for machine learning model building is feasible.
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ABSTRACT

The widespread availability of sensors like GPS and traffic cameras has made it possible to collect large amounts of spatio-temporal data. One such type of data are trajectories, each of which consists of a time-ordered sequence of positions that a moving object occupies in space as time goes by. Trajectories can be streamed in real time from sensors, and because of this, they capture the current state of moving objects. For this reason, trajectories can be used in applications such as the real-time detection of senior citizens who have just fallen or who have just gotten lost outdoors, the real-time detection of drunk drivers, and the real-time detection of enemy forces in the battlefield. These applications involve the identification of trajectories with anomalous behaviors, and require fast processing in order to take immediate preventive action. However, outlier detection poses challenges stemming from both the complexity of the data and of the task. One way to address this is through parallel architectures like GPUs. In this paper, we present the problem of outlier detection in trajectory streams, and discuss the research issues that should be addressed by new outlier detection techniques for trajectory streams on GPUs.
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1. INTRODUCTION

Outlier detection is the data mining task that consists in finding those elements, called outliers, that are substantially different from other elements [1] in a dataset so as to arouse the suspicion that they may have been generated by a different process [2]. Outliers are inevitable because of human and instrument errors, catastrophes, malicious behaviors, etc. [1]. It is desirable to find outliers because they can reveal information that is not present in the non-anomalous elements of the dataset.

One characteristic that the outlier detection problem shares with other data mining tasks is that the type of data [3] has a profound influence on the complexity of the problem; in other words, outlier detection algorithms are very data type specific. For example, an outlier detection technique for time series data needs to address the issue of temporal continuity because temporally adjacent data points in a time series exhibit a strong correlation. This is usually not the case in multi-dimensional record data, where different data points are independent, so they have no temporal continuity.

Among the different types of data in which outliers can be searched for are trajectories. A trajectory is a polygonal line consisting of the points that a moving object occupies in space as time goes by. One way of constructing these polygonal lines is by periodically sampling the positions of the objects being tracked, a sampling that can be done through the use of location sensors like GPS. We see then that since trajectories consist of a time-ordered sequence of points, there is a temporal dependency between them. For this reason, trajectories are a special case of multivariate time series.

Just like in the case of time series, the problem of trajectory outlier detection can be off-line or online. In the off-line problem, the trajectories are fixed and known, while in the online one, the trajectories keep growing as more and more points arrive from the location sensors. Since an online trajectory is essentially the same as a data stream [4] [5] whose constituent elements are the positions of the trajectory, we call the problem of online trajectory outlier detection trajectory stream outlier detection.

The definition of trajectory outlier depends heavily on the nature of the application. An outlier element in one application might not be such in another application. For this reason, the semantics of trajectory stream outliers can be defined in several different ways [6]. For example, a trajectory stream is considered an outlier with respect to a set of trajectory streams if it has fewer neighbor trajectories within a given temporal window than most streams. In this definition, the notion of neighbor trajectories takes into consideration both the spatial proximity of the trajectories and the time duration of that spatial proximity. Another example is to define outlier trajectory streams to be those that have significantly large distances to their K-nearest neighbor trajectories in a temporal window.

There are many applications for outlier detection in trajectory streams. For example, some senior citizens may require constant monitoring, especially when they are outside of their homes; the same is the case for children. It is desirable to know in real time, if they just took the wrong bus, if they just had a fall, or if they just got lost [7]. One way of addressing this problem is by having a record of the trajectories that each senior citizen has traversed in the past, and by also keeping track of their current location when they are outside. With this information, it is possible to determine if the trajectory being currently traversed by the senior citizen is an anomalous one, and then take preventive and immediate action.

A second application of outlier detection in trajectory streams consists in the instantaneous detection of dangerous driving behavior [8]. By using traffic cameras, streams of trajectory points [9] can be collected from the vehicles on the road. Then, by finding outliers among the trajectory streams, it is possible to find those vehicles whose trajectories significantly deviate from the normal driving behavior, and which could correspond to drunk drivers, speeding drivers, or drivers with malfunctioning cars. In all these cases, the immediate recognition of these anomalous behaviors is essential to avoid potentially dangerous situations. In this application, since in practice there are many vehicles, each providing the data for a different trajectory stream, there is a need for scalable outlier detection in trajectory streams.
A third example application of outlier detection in trajectory streams is in security surveillance, where the idea is to identify in real time those individuals with suspicious behaviors that could be a safety threat for others. For example, visitors in a military base that do not stay with their designated group can be identified as those with anomalous trajectories [10]. Also related to this application is the real-time detection of approaching enemies in the battlefield. In this application, military forces deploy in an area a network of sensors to protect troops and towns, by monitoring the movements of potential intruders, which would correspond to those with anomalous trajectories [11].

The problem of outlier detection in trajectory streams is one of Big Data. The reason is that it involves a high volume of uncertain data that are also arriving at a high velocity. For the example applications outlined before, there is a need to keep track of multiple trajectory streams at the same time because a system may be capable of tracking the movements of several senior citizens. Each stream generates new position updates at every time instant, each new position arriving with high velocity. In addition to the high volume and high velocity, trajectory data are characterized by an inherent uncertainty, stemming from the noise of location-sensing devices like GPS. Finally, on top of all these challenges, there is the issue of trajectory outlier detection, which in general has high computational complexity.

One way of tackling these Big Data issues is through the use of parallel computer architectures like Graphics Processing Units (GPUs). GPUs are the co-processors installed on graphics cards, and are an example of highly parallel SIMD architecture, which is capable of achieving up to an order of magnitude of higher floating point instruction throughput than comparable multicore CPUs [12]. This throughput advantage combined with the facts that GPUs are available in many types of computers, from cellphones to supercomputers, and that they are highly energy efficient makes GPUs an ideal architecture to leverage against the Big Data challenges of trajectory stream outlier detection.

Despite all the advantages of GPUs, developing scalable algorithms for this type of parallel architectures can be challenging. Among the reasons for this is that GPUs have a relatively small memory space, and that they are connected to the host computer through relatively low throughput interfaces that can adversely affect the performance of the algorithms. However, there exists no work discussing the research issues that need to be addressed when developing trajectory stream outlier detection algorithms for GPUs. This paper aims to fill this gap.

The remainder of this paper is organized as follows. Section 2 introduces the concepts of trajectory, trajectory stream, outlier detection in trajectory streams, and GPU computing. Section 3 discusses the research issues that an outlier detection technique for trajectory streams on GPUs needs to address. Finally, Section 4 provides conclusions and future research directions.

2. PRELIMINARIES

In this section, we discuss the fundamental concepts of trajectories, trajectory streams, outlier detection in trajectory streams, and GPU computing.

2.1 Trajectories

Informally, a trajectory is a polygonal line consisting of the points that a moving object occupies in space as time goes by. One way of constructing these polygonal lines is by periodically sampling the positions of the objects being tracked over time through the use of location sensors like GPS. More formally, given a set $S = \{(x_i, y_i, t_i)\}$, with $t_i \leq t_{i+1}$, $1 \leq i < n$, of points in $R^2$ sampled from the movement of an object with a location sensor, a trajectory over $S$ is a continuous function $\tau$ where $\tau(i) = (x_i, y_i, t_i)$ for all integers $i$ in $[1, ..., n]$ and such that $\tau(x)$, with $x$ in $[t_i, t_{i+1})$, is the interpolated value between $\tau(i)$ and $\tau(i + 1)$ [13].

In the above definition, the tuple $(x_i, y_i, t_i)$ means that at time $t_i$ the object traversing this trajectory was at the position $(x_i, y_i)$. Figure 1 shows an example of a moving object’s trajectory with five points $p[1]$ to $p[5]$, where the start point $p[1]$ occurs at the location that has the latitude 2, longitude 10, at the timestamp 9:01:56 am, and the end point $p[5]$ occurs at the location with the latitude 5, longitude 17, and at the timestamp 9:02:17 am.

![Figure 1. Example of a Trajectory](image)

2.2 Trajectory Streams

A trajectory stream $S$ is a data stream such that its constituent elements are points from the trajectory of a moving object. One way of obtaining a trajectory stream is by periodically sampling the movements of an object with the help of a location sensor, like a GPS.

2.3 Outlier Detection in Trajectory Streams

Informally, the problem of outlier detection in trajectory streams can be stated as follows. Given a set of $n$ trajectory streams $\{S_i : 1 \leq i \leq n\}$, find those trajectory streams $S_i$ that exhibit an unusual or anomalous behavior when compared to either their respective previous behaviors, or other nearby trajectories streams in the dataset. By unusual behavior of $S_i$ we refer to the kinematic characteristics of the trajectory: for example, $S_i$ has a very different shape (position), velocity, or acceleration, when compared to all other trajectory streams.

As is usually the case in outlier detection, outliers in trajectory streams are no exception in that the concrete definition of outlier is very application dependent [6]. In the few works that exist [3], there are at least two different definitions of trajectory outliers, which can be generalized to trajectory streams. These definitions are now discussed.

2.3.1 Distance Outliers

Given a set of $n$ trajectory streams $\{S_i : 1 \leq i \leq n\}$, find those trajectory streams $S_i$ such that their corresponding moving objects have locations which are very different from those of their neighboring objects’ [14].

2.3.2 Velocity Outliers

Given a set of $n$ trajectory streams $\{S_i : 1 \leq i \leq n\}$, find those trajectory streams $S_i$ such that their corresponding moving objects
move in directions (i.e., following velocities) which are very different from those of their neighboring objects’ [9]. A velocity outlier, unlike a distance outlier, may be located very closely to its neighbors; however, its singular characteristic is that it moves in directions that are very different from those of its neighbors.

As an example, one way of solving the problem of drunk driver detection is by finding velocity outliers. This is because drunk drivers tend to drive at irregular speeds and following irregular directions, as illustrated in Figure 2.

2.4 GPU Computing

In this section, we introduce Graphics Processing Units (GPUs) and describe those characteristics of GPUs that can impact the design of outlier detection algorithms for trajectory streams.

GPUs are co-processors installed on graphics cards in order to perform the necessary calculations to render graphical models. For this reason, GPUs were designed as a parallel architecture capable of simultaneously performing many floating point operations. However, GPUs are designed not only for rendering graphics, but also for general purpose parallel programming.

Among the many advantages of GPUs are that they are present in many kinds of computers, from mobile devices to supercomputers; on certain algorithms that exhibit lots of parallelism, they can achieve up to an order of magnitude of higher floating point instruction throughput than multicore CPUs [12]; and they are very energy efficient [15]. Another advantage of GPUs is that they are works [16] that allow GPU processing from within the popular Spark parallel computing framework [17], so that the high instruction throughput of GPUs can be combined with the scalability, ease of use and fault-tolerance of the Spark framework. All these advantages of GPUs make them excellent tools for tackling the computational challenges associated with outlier detection in trajectory streams.

We now discuss the programming model of GPUs [18] using the vocabulary of CUDA [19], which is one of the popular GPU programming models. GPUs follow a parallelism model that is very similar to SIMD (Single Instruction Multiple Data), where different threads perform the same instruction in parallel over different data. To accomplish this, the programmer must specify the total number of threads that will run in the GPU. Once this is done, during runtime, the system will assign a unique identification number to every thread; it is in this manner that different threads can perform the same instruction and work on different data. GPUs are designed to run portions of code called kernels, which look like regular C-language functions and are called from within the CPU execution flow. However, there is one inconvenience with GPUs, which is that these cards have a separate memory address space from the host computer’s main memory. So, before kernels are launched, the CPU must call a special function to transfer the data from the host computer’s main memory to the device’s memory space. In a similar fashion, once the kernel finishes its execution, the CPU must call another special function to transfer the results from the device’s memory space back to the host’s main memory.

GPUs can be thought of as a highly parallel architecture where execution threads form the most essential part of the execution hierarchy. At the top of this hierarchy is the grid, which is composed of all threads launched with the kernel. All the threads in a grid can access the GPU’s global memory, which is a memory space that is big (in the order of gigabytes) and has high latency. All the threads in a grid are grouped at the time that the kernel is launched into thread blocks, each of which is a collection of threads that can communicate through shared memory. This is illustrated in Figure 3 which shows three thread blocks with three threads each (each GPU thread block has a number of threads which is a multiple of 32), and also shows the shared memory corresponding to every thread block. Shared memory is a memory space private to each thread block that is both smaller (in the order of tens of kilobytes) and faster (around 10 times) than global memory [20]. The threads within a thread block are grouped into sets of 32 threads called warps, each of which is a collection of threads that execute the same instruction (maybe with different operands) in lockstep.

This hierarchy determines not only which threads can communicate, but also how threads can synchronize. Only the threads within a block can use barrier synchronization, and the only way to run barrier synchronization among threads belonging to different blocks is to exit the current kernel and launch a new one. The reason for this is that not all thread blocks run simultaneously.

3. RESEARCH ISSUES

This section first discusses, in Section 3.1, the general issues, i.e., the challenges, that arise when detecting outliers in trajectory streams. Then, in Section 3.2, we study the specific challenges...
associated with using GPUs for outlier detection in trajectory streams.

3.1 Challenges of Outlier Detection in Trajectory Streams

In this section, we discuss the general challenges concerning outlier detection in trajectory streams. These challenges are presented in no particular order.

3.1.1 Infinite Size

The sizes of trajectory streams, just like those of general data streams, are infinite. This is because it is assumed that after an object stops moving, it will resume its movement again in the future. Taxis are an example of this because after they finish a trip, they will start another one within a certain period of time [21]. This impacts the outlier detection procedure because the whole stream cannot be stored in memory. Rather, it is only possible to store and make decisions about the outlier-ness of a stream element (stream data point) based on the information provided by a small portion of the stream.

Even if the trajectory streams were not infinite, it would be very challenging to elaborate a model that captures the complete behavior of the trajectories in a dataset across all possible timestamps (past, present, and future). This is because of the streaming nature of the data being dealt with, where the data arrives one point at a time, which makes it difficult to anticipate the future behavior of the streams. Even if such a comprehensive model could be built, then there would be the difficulty of efficiently updating it as more data points arrive [8].

Challenge: A technique for outlier detection in trajectory streams should be able to ascertain the outlier-ness of an incoming stream element based on the knowledge that it has gathered after observing a finite number of stream elements.

3.1.2 High Sampling Rates

The sampling rate of a stream is the frequency at which the stream emits new points. A trajectory outlier detection technique for data streams should take the sampling rate into consideration because if the sampling rate is much faster than the processing time, then, because of the infinite size issue, several of the incoming data points might have to be discarded. The issue with this is that these discarded points could be crucial in the decision of whether the trajectory stream in question is an outlier or not.

Challenge: To avoid discarding points from a trajectory stream, a technique for outlier detection in trajectory streams should be able to quickly ascertain the outlier-ness of an incoming data point before the next data point arrives.

3.1.3 Asynchronous Sampling Rates

Asynchrony refers to the fact that moving objects need not emit trajectory updates at the same time instants, i.e., they may emit trajectory updates out of synchrony. For example, in the case of drivers’ trajectories, the drivers may turn on their location sensors at different times, and this could lead to having position updates that are not synchronized across drivers. This makes outlier detection more challenging because at the moment when a decision needs to be made regarding whether a trajectory is an outlier, the technique may not have an up-to-date picture of the positions of all objects, which may affect the classification of the outlier trajectory streams.

Challenge: A technique for outlier detection in trajectory streams should take into account the fact that different trajectory streams can have different sampling rates, when determining if a trajectory stream is an outlier.

3.1.4 Concept Drift

The probability distribution from which data originate is not stationary, i.e., the probability distribution of the data changes in time. The impact of this is that trajectory outlier detection techniques cannot assume a fixed probability distribution, and need to adapt to changing distributions. However, this is a difficult problem because that distribution needs to be estimated from the data itself. Nonetheless, due to the infinite size of a data stream, it is not possible to use the complete data stream to estimate this changing distribution, which makes the problem even more difficult.

This is also an issue in the case of trajectory streams because different moving objects can follow different dynamics. For example, if the moving objects of a data stream are car drivers, then each driver may have a different driving style. Additionally, the driving style is dependent upon many other environmental factors like traffic, time of the day, geographic location, weather conditions, etc., and these environmental factors change constantly in time.

Challenge: A technique for outlier detection in data streams should be able to adapt to non-stationary, i.e., time changing, spatio-temporal distributions of trajectory data.

3.1.5 Transiency

The points of a trajectory stream are transient, meaning that these points are important for only a brief period of time after they have been generated [22], and become progressively less important over time. The reason for this is that the points keep coming at a high speed, and the probability distribution of trajectory streams is non-stationary. Therefore, since this distribution is evolving over time, then the most recent points reflect the current distribution more accurately than the older ones. Moreover, even if the probability distribution were stationary, the most recent points are often more important in many stream applications. For example, if a senior citizen is wandering around an area, only the most recent points capture the current position of this person.

For this reason, outlier detection algorithms must take the ages, i.e., the time elapsed since each point was generated, of trajectory elements into consideration, and quickly determine if the incoming element is an outlier, so as not to delay the processing of the next element in the stream.

Challenge: A technique for outlier detection in trajectory streams should take into consideration the fact that the most recent points in a trajectory stream are the most important because they convey the most current information about the physical state of the moving object that is traversing that trajectory. This technique should also take into consideration the fact that the importance of the points decreases over time.

3.1.6 Measurement Uncertainty

Location sensor devices have an inherent measurement error. This can negatively impact the classification of a trajectory as an outlier because such classification depends on the moving object’s estimated positions. An example of this situation is the following.

Suppose that an elder citizen has gotten lost in the city. If this citizen’s trajectory is fairly close to, but different from, another of his or her usual trajectories, then, because of the measurement uncertainty, it may not be possible to determine that the citizen is indeed lost.
One of the noise sources related to the measurement process is the noise inherent to GPS device measurements [23] [24]. This noise arises because no measurement is perfectly accurate, but also arises from the environmental conditions surrounding the sensor at the moment when the measurement is made. For example, when collecting the trajectory data from flying mallards [25], the GPS measurement errors can be greater if there are overcast skies in the place where the animals are, or if the animals have tampered with their GPS collars, etc.

Challenge: A technique for outlier detection in trajectory streams should take the uncertainty of the trajectory data into consideration when detecting outlier trajectories.

3.1.7 Model Uncertainty

The commonly used trajectory model [26] assumes that each object moves in a straight line between two consecutive points of its trajectory. Because moving objects may not necessarily move in a straight line between any two consecutive sampled points, it follows that the linear interpolation model for trajectories cannot approximate the true paths of the moving objects with perfect accuracy. The problems originating from this model uncertainty are not as evident when sampling rates are relatively high with respect to the speed of the moving object. This is because the higher the sampling rates are, the smaller the approximation errors are between the trajectory and the object’s true path. Model uncertainty is an important issue in applications like taxi monitoring, where the sampling rates are intentionally low in order to reduce the energy consumption of the location sensors.

This model uncertainty issue can adversely impact the detection of trajectory outliers because such detection depends on the model used to predict the true paths of the objects describing the trajectories. If, for example, the sampling rate of an object is very low when compared to its speed, then there is an uncertainty concerning the actual location of the object in between two consecutive sampled data points, making it significantly more challenging to determine if the trajectory in question is an outlier.

Challenge: A technique for outlier detection in trajectory streams should take into consideration the possibility that, if the sampling rate is too low with respect to the speed of the object, then the true path of the moving object might deviate from the straight line between two consecutive trajectory points.

3.1.8 Continuity

Moving object trajectories, unlike arbitrary data streams, have very smooth dynamics, meaning that as time goes by, the position of a moving object cannot exhibit abrupt changes [6]. The challenge then lies in how to adequately exploit this smoothness in order to detect outlier trajectory streams efficiently.

Challenge: A technique for outlier detection in trajectory streams should exploit their continuity property.

3.1.9 Collective Behavior

When searching for outlier trajectory streams, the goal lies not only in finding a single outlier point within a trajectory stream, but also in finding a sub-sequence of consecutive trajectory points such that they all collectively exhibit an anomalous behavior. This makes the problem of outlier detection in trajectory streams more challenging than that of outlier detection in ordinary point streams because the objects that are being classified as outliers are significantly more complex.

Challenge: A technique for outlier detection in trajectory streams should consider not only the behavior of each individual data point in the streams, but also the behavior of the sub-trajectories in the streams when making outlier-ness decisions.

3.1.10 Contextual Behavior

When searching for outliers in a dataset, not just of trajectory data streams, there usually are two sets of attributes: behavioral attributes, and contextual attributes. The set of contextual attributes contains all those attributes that determine the “proximity” between data points. It is expected that points that are nearby according to the values of their contextual attributes will exhibit similar behavioral attribute values. In the case of a stock price data stream, time is the contextual attribute because it is expected that there is some correlation between the prices of a stock at nearby time instants.

According to the informal definition of trajectory outlier in Section 2.3, a trajectory stream is an outlier if it exhibits an unusual behavior when compared to its previous behavior, or to the behavior of other nearby trajectories in the dataset. Therefore, from this definition, we see that time is a contextual attribute of the trajectory stream outlier detection problem because the points that make up a trajectory are smooth functions of the time parameter. Similarly, the spatial attributes, which are behavioral attributes, can also be part of the set of contextual attributes because the trajectories of nearby objects tend to exhibit similar behaviors.

To accurately classify a trajectory stream \( T \) as an outlier, it is important to take into account the context of \( T \), which includes both the time and space attribute sets. This is because \( T \) might or might not be an outlier, depending on the current behavior of other nearby trajectories (spatial context). For example, with drivers on the road, a vehicle that takes a detour might be an outlier in ordinary circumstances. However, if there is an accident on the road, then that trajectory with a detour is not an outlier because many other trajectories from other drivers are likely taking that same path. Similarly, a trajectory \( T \) might or might not be an outlier, depending on the time context. For example, a person might walk to school during the Spring, but might drive to school in the Winter. In other words, to classify a trajectory as an outlier, there is a need for computing the conditional probability of a trajectory being an outlier given the context.

This challenge is significant because of at least two reasons. The first is that it may be difficult to determine the extent of the temporal and spatial contexts of \( T \). In other words, it may be difficult to decide which points of \( T \) are significant to determine its outlier-ness, and it may be difficult to determine which trajectory streams are considered as being close to \( T \). The second is that, even if the temporal and spatial contexts can be successfully identified, then there is a scalability issue during processing because computing the conditional probability of a trajectory stream being an outlier given the context could potentially involve examining a large amount of data.

Challenge: A technique for outlier detection in trajectory streams should take the temporal and spatial contexts of the streams into consideration.
3.2 Challenges of Outlier Detection in Trajectory Streams using GPUs

In addition to the issues discussed in Section 3.1, a GPU technique for outlier detection in trajectory streams needs to address another set of GPU-specific issues, which are now discussed.

3.2.1 Low Throughput of the Host-GPU Bus

GPUs are connected to their host machines through the PCI-express (PCIe) bus, and this bus has a remarkably lower throughput than the GPU’s global memory [27], and the host computer’s RAM memory [28]. This low PCIe throughput, combined with the high sampling rates of trajectory streams, represents a challenge when processing outlier trajectories because this may hinder the transfer of the data points that make up the trajectories to and from the GPU. The reason for this is that since the PCIe bus has a low throughput, relative to the high instruction throughput of GPUs, it is not cost efficient to send the incoming trajectory points to the GPU as soon as they arrive. Rather, these points may need to be buffered in the host’s RAM until the number of points collected there reaches a size that makes it cost effective to send these buffered points to the GPU [29]. This may, however, force a trajectory stream outlier detection algorithm to make a decision based on outdated data, negatively impacting the accuracy of the technique.

The challenge therefore lies in determining how long to wait before sending and retrieving the data to and from the GPU in order to optimize the transfer times, while at the same time guaranteeing the following two things. First, the data with which the GPU algorithm is working is not too obsolete; and second, the anomaly detection results are sent back to the host in a timely manner that allows taking any immediate action in response to those anomalies found. This challenge can also produce a synergistic adverse impact when it interacts with the concept drift challenge. The reason is that it is conceivable that in scenarios where the spatio-temporal distribution of the trajectories changes at a high rate, then, because of the low PCIe bus throughput, the trajectory stream outlier detection algorithm for GPUs might not be able to quickly adapt to this non-stationary behavior. One example application that illustrates this scenario is that of drunk driver detection in a highway. In this case, the spatial distribution of the trajectories can change very quickly as a consequence of weather, big events, other accidents, etc.

Challenge: A technique for outlier detection in trajectory streams using GPUs should in a way that minimizes the cost of the PCIe communication, but that also guarantees two things. First, the decision about the outlier-ness of an incoming trajectory is made based on an up-to-date probabilistic model for the data; and second, the anomaly detection results are sent back to the host on time to take any actions in response to the moving object’s behavior.

3.2.2 Small Memory Space of GPUs

Compared to the sizes of the host computer’s RAM, the memory space of GPUs is very small: in the order of 10s of GBs in the high-end GPU models. In the era of Big Data, this is incredibly small [30]. This challenge, when combined with the infinite size of trajectory streams and the low throughput of the PCIe bus, means that a trajectory stream outlier detection technique needs to detect the trajectory outlier streams using only a small portion of the overall data at a time. This could in turn entail having to build a concise summary of both the trajectory dataset and of the trajectory stream that is under scrutiny.

Challenge: To deal with the small memory space of GPUs, a technique for outlier detection in trajectory streams should work in an incremental fashion by keeping a data structure that summarizes the behavior of the trajectories in the dataset, and that avoids storing all the trajectories in the GPU’s memory space.

3.2.3 Load Balancing

Load balancing refers to striving to ensure that all computational units in a GPU (Streaming Multiprocessors, SMs, GPU threads, etc.) perform a similar amount of work in order to avoid that the execution time of a single unit ends up dominating the execution time of the whole algorithm. In the case of trajectory stream outlier detection on GPUs, this problem is of special significance. The reason is that a GPU may be working on more than one trajectory stream at the same time. However, because of the challenges of different sampling rates, some trajectories may have more constituent points than others, and this can make the problem of load balancing more complex because some trajectories will be bigger than others. Moreover, because of the concept drift challenge, the distributions of the different trajectories change in time, which means that the relative sizes of the trajectories will also vary in time, making the problem of load balancing of trajectories more complicated.

Challenge: A technique for outlier detection in trajectory streams using GPUs should distribute the work among the threads in a block, and among different blocks such that no single unit ends up determining the overall execution time of the algorithm.

3.2.4 Low Global Memory Bandwidth Relative to the Number of Threads

In GPUs, there are often thousands of threads contending for access to the GPU’s slow global memory. This implies that every time there is a global memory read instruction, thousands of memory transactions need to be performed (one per thread). To deal with this problem, GPUs (just like regular CPUs) are equipped with caches that can exploit the spatial locality of global memory accesses in order to reduce the traffic through the memory controller. However, in order to take advantage of such caches, in a GPU need to access the global memory following patterns that respect the spatial locality. When threads access the global memory respecting this spatial locality, the cache can reduce the contention for memory bandwidth, in which case it is said that the GPU has coalesced those global memory accesses.

The conditions that are required for coalescing global memory accesses vary according to the type of the GPU. In general, a coalesced memory access occurs when threads in a warp, the smallest unit of parallelism in a GPU, simultaneously access a sequence of contiguous locations in the GPU’s global memory. For example, if \( a \) is an integer array, memory accesses to \( a \) can be coalesced when the threads \( t_{13}, t_{33}, \ldots, t_{63} \) access the array elements \( a[0], a[1], \ldots, a[31] \). The advantage of memory coalescing is that only a single global memory transaction, instead of multiple separate transactions, is performed to access all those locations, and this reduces the demand for memory bandwidth, which, in the case of GPUs, constitutes one of the dominating factors for performance [28].

An example of a place where global memory coalescing could be potentially challenging is when appending the most recent data points into the trajectory data structures in the GPU. This is because the set of the most recent data points, which contains the latest points of all trajectories, is likely going to be arranged in an array. However, consecutive elements in this array of points may
correspond to different trajectories, so that when merging this new set of points with the preexisting trajectory data structures on the GPU, there could be non-coalesced global memory accesses.

Change: A technique for outlier detection in trajectory streams using GPUs should arrange data in the GPU’s global memory in a way that minimizes the number of un-coalesced global memory accesses.

4. CONCLUSIONS

There exist many applications of outlier detection in trajectory streams, like senior citizen monitoring, drunk driver detection, alerting the military about the presence of nearby enemies, etc. This problem is one of Big Data because it can involve potentially large amounts of uncertain data coming at high speeds from location sensors. These applications are critical in the sense that they require a timely identification of outliers. One way to address this need for real-time outlier detection is through the use of GPUs. This paper discusses the research issues that an outlier detection technique should address when leveraging GPUs to detect outliers in trajectory streams.
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ABSTRACT
As data reported by humans about our world, text data play a very important role in all data mining applications, yet how to develop a general text analysis system to support all text mining applications is a difficult challenge. In this paper, we introduce SOFSAT, a new framework that can support set-like operators for semantic analysis of natural text data with variable text representations. It includes three basic set-like operators—TextIntersect, TextUnion, and TextDifference—that are analogous to the corresponding set operators intersection, union, and difference, respectively, which can be applied to any representation of text data, and different representations can be combined via transformation functions that map text to and from any representation. Just as the set operators can be flexibly combined iteratively to construct arbitrary subsets or supersets based on some given sets, we show that the corresponding text analysis operators can also be combined flexibly to support a wide range of analysis tasks that may require different workflows, thus enabling an application developer to “program” a text mining application by using SOFSAT as an application programming language for text analysis. We discuss instantiations and implementation strategies of the framework with some specific examples, present ideas about how the framework can be implemented by exploiting/extending existing techniques, and provide a roadmap for future research in this new direction.
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1. INTRODUCTION
Text data broadly include all kinds of data generated by humans in the form of natural language text, which can exist in the form of written text data or transcribed text data based on human speeches. Written text data include all kinds of information on the Web, such as web pages, news articles, product reviews, and social media, enterprise text data, emails, and scientific literature, while transcribed text data can be produced from many video data and speeches. Since text data can be regarded as data generated by human sensors describing the observed world, they can be naturally combined with data generated from all kinds of physical sensors to provide a more complete view of the observed world and enable more effective data mining via joint analysis of text and non-text data [43]. As humans are involved in virtually all “big data” applications, text data are generally available in all application domains, making them valuable for applications in all the domains.

The unique value of text data from the perspective of data mining can be reflected in the two important differences between human sensors and physical sensors: humans are subjective and far more intelligent than physical sensors. The inevitable subjectivity means that the text data reported by humans contain not only the observed (objective) information about the world, but also their subjective opinions, making text data an extremely useful source of data for discovering (and understanding) people’s attitudes, opinions, and preferences, which is needed in optimizing all kinds of decisions related to people, ranging from making effective and acceptable public policies by governments, to providing personalized tutoring materials to students by teachers, and to effective advertising of products to people on the Internet by companies. Human intelligence enables humans to effectively process and digest what has been observed based on all kinds of background knowledge, and thus the text data reported by human sensors are not only generally meaningful, but also directly useful as knowledge; in this sense, even a small amount of text data can also be very useful if computers can understand the data accurately. For example, while analysis of data sent through a computer network may reveal an abnormal pattern that might suggest the possibility of a virus spreading on the network, a few explicit comments about the virus made by system administrators of the network may directly report a suspected virus or help confirm a virus. Unfortunately, text data are expressed in natural languages which are invented for humans to use and thus not “computer-friendly,” making it extremely challenging for computers to understand text data precisely. Indeed, despite great progress has been made in the natural language processing (NLP) field, computers are still far from being able to accurately understand unrestricted natural language; as such, how to analyze and mine big text data effectively and efficiently is a pressing difficult challenge. Thus, involving humans in a loop of interactive text mining is essential, but how can we develop a general system that can support users in potentially many different text mining applications? The answer to this question at least partially depends on
whether/how we can define a “text mining language” that can allow a user to flexibly specify potentially many different workflows as needed in different applications in a similar way to how users use an application language such as SQL for querying a database in many different ways. We address this question by drawing insights from set theory.

Set theory provides a theoretical foundation for constructing (arbitrary) new sets from given sets by applying different operators. For example, the intersection operation (denoted by \( \cap \)) takes two sets as input and returns the set of objects present in both sets, while the union operation (denoted by \( \cup \)) takes two sets and returns the set of all objects present in either (or both) of the two sets. The difference operator (denoted by \( \setminus \)) takes two sets and returns the set of unique objects present in the first set that are not also present in the second set. Because these operators have compatible data types (i.e., we can apply any operator to the results generated from applying any other operators), we can flexibly combine them to define more complex operations on potentially a large number of sets. Thus even with just these three basic operators, we can already support potentially infinitely many different complex operations. In other words, we can “program” with these individual operators to support complex set construction tasks.

Can we define similar operators for semantic analysis of text data? That is, can we define a number of set-like operators that are “sufficient” for supporting potentially many different text analyses? If we can do that, we would be able to define a text analysis programming language based on a small number of semantic operators on text that users can then use to flexibly program potentially infinitely many specific workflows for text analysis application tasks. A general text analysis system can thus be implemented to support users in performing such text analysis tasks.

Such a system would be extremely useful as text data play an increasingly important role in all big data application domains. As people communicate in natural language all the time, text data are produced constantly wherever people are present, which means that text data play an important role in all domains of data mining applications. However, as mentioned before, due to the difficulty in natural language understanding by computers, how to effectively mine and analyze text data remains a significant open challenge and involving humans in the loop is generally required both to leverage human intelligence in an analysis task and to allow humans to control the analysis flexibly as needed. Given that the application needs vary significantly across different domains, an important question is thus: can we design a general system that can support many different applications?

The analysis of set operators above motivates us to address this question by designing a programming language for text analysis; just as a general programming language such as C++ or Java is flexible to allow us to write infinitely many different programs each solving a different problem, our goal here is to design a special programming language that can be used to write infinitely many different text analysis programs each solving a different text analysis task. Specifically, we propose SOFSAT, a general text analysis framework that can support set-like operators for comparative analysis of natural language text data. We introduce three basic set-like operators in this framework—TextIntersect, TextUnion, and TextDifference—which are the natural text analogues of the original set operators they are named after. SOFSAT provides a single unified framework, which, once implemented, would be able to support an infinite number of different applications by combining the three individual basic operators. As in the case of a general programming language, frequently used sequences of operators in SOFSAT can also be treated as a “compound operator” which can be made available to users through a library. Furthermore, SOFSAT can be potentially extended to include additional user-defined operators as needed.

To see why SOFSAT can be potentially useful for many applications, it is instructive to consider the following examples.

1. **Review Analysis:** Consider the peer review practice widely adopted in assessment of complex assignments, especially in online education systems. To help an instructor or student understand the common comments made by all the reviewers of a student work, we only need to apply the TextIntersection operators to all the reviews. The unique perspective of Reviewer R can be obtained by applying a TextDifference operator to the result of TextUnion of all the other reviews. Clearly similar analysis can also be done for reviews of conference or journal submissions as well as grant proposal submissions.

2. **Bias Analysis of News:** Consider the task of analyzing potential bias in news reporting. Letting \( A \) and \( B \) be two news articles reporting the same event from two news agencies, \( A - B \) or \( B - A \) would be useful for understanding any potential bias in each article, whereas comparing the articles reporting the same event in different time periods would help understand the evolution of the event.

3. **Knowledge Discovery from Literature:** SOFSAT can also be used to mine biomedical literature to potentially reveal interesting hypotheses. For example, the well-known example of discovering the hypothesis of fish oil for treating Raynaud’s syndrome using pure text mining [39] can be easily supported by the proposed set-like operators. Specifically, we can first retrieve relevant text information from literature articles about a supplement such as “fish oil” (denote this text as \( X \)), and then retrieve relevant information about Raynaud’s syndrome (denoted by \( Y \)). Once we have \( X \) and \( Y \), we can apply TextIntersection to see what text information is shared by \( X \) and \( Y \) and assess whether there is any interesting connection between “fish oil” and Raynaud’s syndrome.

How exactly should the three text analysis operators be designed and implemented? What architecture should be used to implement a general system based on SOFSAT? How can we use the framework to solve some representative real-world applications? The purpose of this position paper is to introduce the SOFSAT framework and take an initial step toward addressing such general questions about text analysis. We hope this will facilitate the actual design of a programming language for text analysis based on set-like operators and actual implementation of a compiler or interpreter of the language, and eventually a deployment of the language and system to allow many text applications to be easily developed across diverse application domains.
Specifically, in the rest of the paper, we will first introduce and discuss the SOFSAT programming language followed by some representative application scenarios of the language in section 2. We then discuss the overall architecture of the framework and instantiation guidelines in section 3. Next, in section 4, we provide a roadmap for future research in this direction. Finally, we briefly discuss related work in section 5 and conclude with section 6.

2. SOFSAT: A TEXT ANALYSIS LANGUAGE

We first present SOFSAT as a general application programming language for supporting a variety of text analysis applications. Our main motivation is to have such a language so that we can have a general text mining system for supporting a wide range of text analysis applications by allowing application developers and users to program different workflows needed for different applications using the same programming language. The benefit is that once we have such a general system, it can be deployed immediately in all application domains to support many different text mining tasks, accelerating applications of text mining. In some sense, the benefit would be similar to that of SQL language for database applications. Similar to SQL, we also want our text analysis language to be declarative so that we can potentially separate the optimization of an implementation from the application semantics. We now present the SOFSAT language in more detail.

2.1 Definition

As a programming language, SOFSAT is conceptually simple as it is completely analogous to the set operators with three basic operators for text objects: TextIntersect, TextUnion, and TextDifference which can be combined with each other flexibly provided that the types of the data that those operators are applied to are compatible. However, text analysis is a sophisticated task and different tasks may require a different way to represent text data. Thus, all the operators must also be applicable to any preferred representation of text data.

For example, the simplest representation is to use set theory directly by assuming the “objects” are keywords extracted from pieces of text, and we can then perform set operations on these sets of keywords. Such a simple representation has the advantage of being efficient and is often also sufficient for simple text analysis tasks, notably topic-related analysis. However, such a representation is deficient for a number of reasons. First, it assumes that each word is independent of the others, but in natural languages, many words are semantically related, and it is desirable to capture those semantic relations. Second, it fails to capture the relative ordering of words in the text which may also be important as the order may affect the meaning (e.g., “John gave a book to Mary” is very different from “Mary gave John a book”). Finally, it also ignores duplicated words—a word is either present in the set or absent, as there is no model for “degree of membership.” However, a word occurring very frequently in an article may be regarded as better representing the content of the article than a word that occurred just once.

To improve over such a simple method, it is more desirable to define the operators at the level of appropriate semantic representation of text data, and implement them based on various representation transformation functions. Thus, a general framework must accommodate different ways to represent text data.

A sophisticated text analysis task also often requires integration of analysis using multiple representations. To accommodate this need, SOFSAT must also allow operators working on different representations to be combined with each other. We solve this problem by introducing two additional operators (we call them transformation functions) to map natural language text to and from a representation, respectively. One of them is called TextInterpretation and would map text to a given representation; the other is called TextGeneration and would map a representation (back) to text. With these two additional operators, we can map one representation to another by going through text as a “bridge”, thus enabling operators defined on different representations to be combined with each other.

The TextInterpretation and TextGeneration operators also enable derivation of different representations from the same text data as needed as well as facilitates interpretation of any computed intermediate representation by users by transforming an intermediate representation to text.

The following summarizes the key components in the SOFSAT text analysis language:

Representations of Text: We assume that there is a finite set of text representations this framework can handle and we denote this set by \( R = \{ r_1, r_2, \ldots, r_n \} \) where \( n \) is the cardinality of set \( R \) and \( r \in R \). For more details on different representations of text, see section 3.2.1.

TextInterpretation operator: The framework provides a TextInterpretation operator, also called representation transformation function \( \psi_i \), corresponding to each representation \( r_i \) where \( \psi_i \) transforms a natural language text into the representation \( r_i \). Thus, the set of representation transformers is \( \Psi = \{ \psi_1, \psi_2, \ldots, \psi_n \} \) and there is a one-to-one correspondence between \( R \) and \( \Psi \).

TextGeneration operator: SOFSAT also provides a TextGeneration operator \( \Psi = \{ \psi_1, \psi_2, \ldots, \psi_n \} \), which is essentially a set of reverse transformation functions with a one-to-one correspondence between the elements of \( \Psi \) and \( \Psi \). While a \( \psi \) function transforms natural language into some internal representation \( r \in R \), a \( \psi \) function transforms the internal representation back into the natural language form.

Set-Like Operators: Finally and most importantly, the framework provides a finite number of set-like operators that can be applied to conduct comparative analysis of multiple pieces of text generally represented using a particular representation from the representation set \( R \). The operators include set-like operations such as TextIntersect, TextUnion, and TextDifference of natural language text. Note that the specific implementations of these operators will vary based on the particular representation of the text (see section 3.2.2).

As in set theory, once implemented in an interactive analysis system, such operators can be combined flexibly by users to perform potentially very complex semantic analysis tasks as we will further discuss next.
2.2 Cascading Multiple Operations

One beneficial feature of SOFSAT language is that multiple text segments as well as operators can be processed in a cascading fashion. Figure 1 shows such an example. Here, operator $\xi_1$ is applied on $T_1$ and $T_2$ represented in $T_2$ form to generate $T_3 = T_1 \xi_1 T_2$. On the successive iteration, $T_3$ is passed along with a new text $T_4$ using representation $r_2$ to generate $T_5 = T_3 \xi_2 T_4$. This kind of cascading operation can go on infinitely and represent complex semantic operations on multiple text segments.

![Diagram of cascading multiple operators](image)

Figure 1: An example of cascading multiple operators. Here, we obtain a new text object $T_3$ by applying $\xi_1$ to $T_1$ and $T_2$. This is then fed as the first input to another set-like operator $\xi_2$ along with $T_4$ to generate $T_5$, which is again used with a third operator $\xi_3$ with $T_6$ to finally produce $T_7$.

2.3 Examples of Applications

Even with just a few operators, SOFSAT can be regarded as providing a simple programming language for writing an application program for text analysis tasks since there are infinite possibilities of iteratively combining operators to process any given set of text data sets. Moreover, frequently used sequences of operators can be stored as subroutines, which can be later easily reused by other users. In an interactive analysis environment, a user can wait to see the intermediate results (which can be stored in a workspace) and then decide which operator to use next, offering maximum flexibility for customizing the workflow as needed. The generality of SOFSAT allows it to support many different applications; below we very briefly present three different applications as specific examples.

**Education:** Peer assessment of student papers is now commonly used in MOOCs and other educational settings [33; 37]. In such systems, peers submit their papers to reviewers (also peers) who generate individual reviews for the paper that include not only scores, but also written comments connected with the criteria in the grading rubric. Concerns remain regarding the variability and thus reliability of such reviews [13], but SOFSAT can help by revealing the common concerns raised by multiple reviewers using TextIntersection (of multiple reviews). TextDifference can also be useful for revealing how a student has revised an essay by comparing the original version with the revised one.

Next, we demonstrate another useful application of the difference operation: let us assume there is a course being taught at a university where the instructor posts an assignment for the students which requires answer in natural language form. Also assume that the students can submit two different versions of their answer, namely, $V_1$ and $V_2$. However, after they submit $V_1$, the instructor give them some feedback and based on the feedback received, they submit $V_2$. Now, from the instructor’s perspective, it is interesting to see what changes were made in $V_2$ with respect to $V_1$. A deeper thinking would also reveal that $V_2 - V_1$ would allow us to see the additions made in version $V_2$, while $V_1 - V_2$ would give us the deletions made. Thus, $(V_2 - V_1) \cup (V_1 - V_2)$ would represent the total changes made in version $V_2$ with respect to $V_1$. Thus, by applying these operators, the instructor can quickly get a sense about the changes made in $V_2$ that would help him/her to grade $V_2$ more efficiently.

Now, let’s look at a more involved case with a corresponding complex workflow. Suppose the instructor, instead of analyzing the additions made in the second version by a single student, wants to analyze the common additions made in version $V_2$ by a group of $n$ students. In the language of SOFSAT, this can be represented as:

$$(V_2^1 - V_1^1) \cap (V_2^2 - V_1^2) \cap \ldots \cap (V_2^n - V_1^n)$$

In addition to that, suppose the instructor wants to see if there are new patterns in the common additions made by students in the current semester compared to the students in the previous semester. To express this in the language of SOFSAT, let us denote the student submissions in the current semester by $V$ and student submissions in the previous semester by $W$. Then, common additions made by students in the current semester that were not made by the students in the previous semester can be expressed as follows:

$$(V_2^1 - V_1^1) \cap (V_2^2 - V_1^2) \cap \ldots \cap (V_2^n - V_1^n) - (W_2^1 - W_1^1) \cap (W_2^2 - W_1^2) \cap \ldots \cap (W_2^n - W_1^n)$$

Now, let us look at another complex case. Suppose that a research paper has been reviewed by four different reviewers and let the individual reviews (in text) be represented by $A$, $B$, $C$ and $D$, respectively, and our goal is to generate a meta-review by combining the four reviews in some way. This is challenging for a few reasons: (1) it is possible that $A \cap B \cap C \cap D$ is an empty set, i.e., there is nothing that is common across all four reviews, and (2) there are often many comments mentioned by a single reviewer that are not relevant to incorporate into a meta-review. Thus, one reasonable solution is to incorporate all the concerns raised by at least two reviewers. SOFSAT can achieve this goal through the following simple operation:

$$(A \cap B) \cup (B \cap C) \cup (C \cap D) \cup (A \cap D) \cup (B \cap D) \cup (A \cap C)$$

Thus, in general, set-like operators in SOFSAT would allow us to do intelligent processing of text data which will enable new application tasks as well as enhance the existing application tasks.

**Health Informatics:** SOFSAT can be applied to compare clinical notes in patient records so as to reveal the changes in a patient’s diseases condition or perform comparative analysis of patients with the same diagnosis. For example, TextDifference can be applied to the clinical notes from two consecutive visits of a patient to assess the effectiveness of the treatment provided to the patient in between the two visits. TextIntersection can then be further applied to the results of TextDifference from all the patients provided with the same treatment to understand the overall impact of the treatment. For an example, assume that four patients $A$, $B$, $C$, and $D$ have the same medical condition and have gone through the same treatment plan. Also, let $A_i$ denote the
Similarly, \( B \), \( C \), \( D \), and \( E \) denote the before and after treatment clinical notes for patient \( B \) and \( D \). Now, to understand the effectiveness of the provided treatment, the following function can be invoked using the SOFSAT framework:

\[
(A_i - A_f) \cap (B_i - B_f) \cap (C_i - C_f) \cap (D_i - D_f)
\]

Now, further assume that all the patients took a particular medicine during this treatment period. The doctors might be interested to know if that particular medicine has some common side-effects on its patients. These side-effects can easily be extracted using the following SOFSAT expression:

\[
(A_j - A_i) \cap (B_j - B_i) \cap (C_j - C_i) \cap (D_j - D_i)
\]

Note that, effects and side-effects of treatment are essentially the removal of existing symptoms and addition of new symptoms after going through the treatment plan. Thus, SOFSAT would be very useful identify these removals and additions to understand the effects and side-effects of a treatment plan.

**News Bias Analysis:** Assume that there are two news agencies reporting the same event, and that each news agency has some political bias which is reflected to some extent within the articles they write. If \( A \) and \( B \) are the two news articles reporting the same event from two different news agencies, then a TextIntersection operation \( A \cap B \) would provide all the common statements which are reported by both \( A \) and \( B \) (which are likely revealing facts about the event); in other words, \( A \cap B \) is expected to surface the facts about the event they are reporting. On the other hand, the TextDifference operator \( A - B \) would reveal any bias of \( A \) in reporting the event, and \( B - A \) the bias of \( B \). Finally, \( A \cup B \) can provide a summary of all the statements made by either of \( A \) and/or \( B \).

Let us take a look at a more complicated case. Assume that we now have three news agencies instead of two. Again, they are reporting about the same event and the corresponding text is denoted by \( A \), \( B \), and \( C \), respectively. To find out the bias of each agency in reporting the event, it is necessary to find out all unique statements reported by each agency that were not reported by any of the other two agencies. Thus, the bias of \( A \) can be found by the SOFSAT expression: \( A - (B \cup C) \). Finally, to find out all such biased statements from any of the reports, we can use the following expression:

\[
\{A - (B \cup C)\} \cup \{B - (A \cup C)\} \cup \{C - (A \cup B)\}
\]

In summary, SOFSAT can support many interactive text analysis applications. Specially, if a sequence of operators are often combined by users, they can form a "subroutine" to allow future users to call such a subroutine without using the tedious low-level operators every time. This demonstrates the potential of SOFSAT for programming with these operators that will simplify accomplishing very complex tasks.

3. **IMPLEMENTATION OF SOFSAT**

The proposed SOFSAT language can be potentially implemented in many different ways. In this section, we discuss some possibilities, highlighting the need for a combination of a Backend and a Frontend Interactive Module.

### 3.1 Architecture

In order to fully leverage existing research results on text representation and transformation, we believe that the SOFSAT system should have a Backend (offline) module and an Interactive (online) module as illustrated in Figure 2. Such a design is based on the following observations:

1. **Sparsity:** One particular issue with text data is the sparsity associated with it, especially in case of short text. As the primary goal of SOFSAT is to enable non-experts to explore text pieces of arbitrary lengths, SOFSAT must be able to deal with short text frequently. One way to deal with the sparsity challenge, especially in the case of short text, is to exploit publicly available large text corpora to extract complicated semantic relations among words and augment these relations along with the input text data to reduce the sparsity problem. However, extracting complicated semantic relations from large text corpora is computationally expensive and time consuming, making it unsuitable for interactive analysis of text data. Thus, it is reasonable to split SOFSAT into two modules, namely, Backend (offline) module and Interactive (online) module where the Backend module would pre-compute the semantic relations of different words beforehand in an offline fashion and then, at query time, the Interactive module will augment the input text data with semantic relations learned by the Backend module to create a more dense representation of the input text and further apply the set-like operators on that dense representation.

2. **Background Knowledge:** Another issue associated with text data is the background knowledge it assumes on the “consumer” of the text data. Background knowledge consists of knowledge about different things such as entities, locations, historical events, cultural practice that are not explicitly articulated in the text itself. For example, any video-game lover reading a text article containing the word “Xbox” would immediately realize that it is a gaming device manufactured by Microsoft, although the word “Microsoft” may not be present in the actual text. Similarly, any soccer lover reading a text article containing the bigram “El Clasico” would immediately realize that it’s a soccer game between two popular clubs, i.e., Barcelona and Real Madrid. However, it can be the case that none of the words “Barcelona”, “Real Madrid”, or “Soccer” are actually present in the text. The writer of the article in this case assumes that the reader knows what “El Clasico” is and how it is related to “Barcelona”, “Real Madrid” or “Soccer”. This is a common phenomenon with every text document that is written by a human reporter targeting a particular reader community as in general, in order to increase the efficiency of communication. Writers tend to omit much of the background knowledge that they can assume that the consumer of the text data already possesses.

Thus in order to understand text data, it is also desirable for computers to incorporate this background
knowledge. Publicly available large text corpora can again help in this case by allowing computers to extract useful information and build a knowledge graph that can allow the computer to more intelligently make sense of human written text articles. The Backend (offline) module can again take the responsibility of pre-computing such knowledge graphs and provide them to the Interactive (online) module as needed. The general justification for separating a backend from a frontend is to enable both complex processing of text data needed for incorporating background knowledge and semantic interpretation as well as efficient interactive analysis needed for many text mining applications.

We now describe how the two synergistic modules (i.e., Interactive Module and the Backend Module) work in more detail.

3.1.1 Interactive Module
The Interactive Module is the primary module where users interact with the framework. It takes one or more natural language text(s) as input and applies different set-like operators. Without loss of generality, assume that the Interactive Module takes as input two pieces of natural language text of arbitrary lengths. Let us denote these two pieces of text by $T_1$ and $T_2$. The Interactive Module also takes two other inputs: the representation of the text $r$ and the intended set-like operator $\xi$. Now, based on the input $r$, the framework selects the right representation transformation function (denoted by $\psi^r$) and applies $\psi^r$ on both input texts $T_1$ and $T_2$ and outputs the local representation $L(T_1)$ and $L(T_2)$, respectively, where, $\psi^r(T_1) = L(T_1)$ and $\psi^r(T_2) = L(T_2)$. We call these the local representations to distinguish them from the global representations which we discuss in the next section. The next task of the Interactive Module is to take these two local representations $L(T_1)$ and $L(T_2)$ and apply the operator $\xi$ to produce $L(T_1, \xi, T_2)$, which is the local representation of $T_1, \xi, T_2$. Finally, to get back the natural language text, the Interactive Module applies the reverse transformation function $\psi^r$ on the result $L(T_1, \xi, T_2)$ which yields our desired $T_1, \xi, T_2$.

3.1.2 Backend Module
While the Interactive Module can apply the set-like operators and generate the intended results by itself, it suffers from the sparsity problem associated with any natural language text, especially short text segments. For example, two text segments $T_1$ and $T_2$ may represent two independent descriptions of the same event, but there may be very few exactly overlapping words between $T_1$ and $T_2$. However, at the semantic level, they might be very similar. To capture such semantic relations between words, which is very hard to learn from two small pieces of text, we need to exploit large available text corpora to learn these semantic relations from global co-occurrences of words. Training with large text corpora requires longer time, demanding a Backend Module that can pre-compute different global representations of words based on the co-occurrences within large training corpora. These global representations can then be directly applied on top of the local representations created by the Interactive Module to address the sparsity problem. Note that both the Interactive and Backend Modules offer the same set of representations $R = \{r_1, r_2, \ldots, r_n\}$. However, the Backend Module learns these representations from the global corpus (represent it by $G_n$), while the Interactive Module computes them based on the input text data (we represent it by $L(T)$).

3.2 Implementation of Operators
Once the architecture is fixed, the next task is to implement various operators, which we discuss in this section. Our discussion is brief as our goal is to lay out the possibilities rather than going in depth in any specific direction, which would be out of the scope for this position paper. We hope the ideas we discussed here are sufficiently informative to stimulate more research work in this direction.

3.2.1 Representation of Text
There is a large body of literature surrounding text representations [17; 16]. Bag-of-words is the simplest representation, where a document is represented by the frequency counts of its words. However, there are a wide variety of other representations including the Vector Space Model [35], Binary Representation [26], Ontology Based Representations [22], N-Gram Models [9], Topic Models [42; 8], Graphical Models [11], Word Embedding Vectors [30], Paragraph Vectors [14] etc. Different representations may be advantageous for different kinds of analysis applications. The benefit of using our proposed framework is that the user can select any representation for text according to their choice and can also use different representations at different stages of the cascade (Figure 1).

3.2.2 Implementing Set-Like Operators
The implementation of set-like operators can in general be categorized into two different types: retrieval based and generation based. The retrieval based implementations of an operator basically selects/retrieves relevant words/sentences from the input text to construct the output text. The Vector Space Model [35], N-Gram Language Model [9], Topic
Model [42; 8], and Graphical Model [11] representations can be handy for retrieval based implementations.

Generation-based implementations would automatically generate text according to the operator being applied, thus they are not restricted to the keywords provided inside the input text. Sequence generation models like recurrent neural networks (LSTMs [20]), Hidden Markov Models [34], etc. can be exploited for generation based implementations. Finally, a hybrid implementation is also possible that combines both retrieval-based and generation-based implementations.

In connection to the existing works related to this field, the TextIntersection operation is similar to the idea of sentence fusion, which has been vastly studied in the literature [5; 6; 15; 28]. The TextIntersection operation can be thought of a special case of sentence fusion, where output must only contain the information present in all input texts [40]. Levy et al. modeled retrieval based Sentence Intersection via Subtree Entailment [24]. All these ideas can contribute to the implementation of the set-like operators and by allowing flexible combination of these operators, SOFSAT provides a general framework which would be a very powerful interactive text mining tool.

4. A ROADMAP FOR FUTURE WORK

The SOFSAT framework opens up many interesting new directions for future research, which we discuss in this section.

1. Full specification of the SOFSAT text analysis language: The first direction is to study how to define an appropriate SOFSAT text analysis language, which can then be the basis for implementing a system to support the analysis functions provided by the language. While the three basic operators are the core functions for text analysis, in order to fully support the workflow of a text analysis application, the SOFSAT text analysis language must also be able to support operations such as how to load the text data from disks into the system, how to store intermediate analysis results, and how to save any interesting analysis results to the disks. Of particular importance is the support of workflow management so that a user can keep track of any intermediate results and further combine results as needed. We thus envision that the SOFSAT language would need to support variables of different types corresponding to different ways to represent text data. For example, raw text representation may be one type, bag-of-words representation may be another, while topic-based representation can be yet another type. The language should allow for extension of data types so as to accommodate new ways to represent text data. The variables can then be used to hold intermediate results generated from applying various operators. Naturally, some basic input and output operators should also be supported. Furthermore, subroutines can be defined so that frequently used sequences of operators can be captured as a function; once a function is defined, it can be called as needed to invoke a whole sequence of operations. Existing knowledge about how to design a programming language can be leveraged to design the SOFSAT language. It is desirable to first design a very basic SOFSAT language that can support three set-like operators with a basic text representation such as bag-of-words representation, but would otherwise be as “small” as possible. Such a basic SOFSAT language would minimize the amount of effort needed to evaluate the promise of the overall idea of using a fixed set of operators to support potentially many different text analysis applications.

2. Implementation of a basic version of SOFSAT: Once a basic SOFSAT language is specified, the next task is to implement a system to support such a basic language. Given the unpredictable nature of the workflow of text analysis applications, we may initially implement an “interpreter” system that can interactively support a user in text analysis where the system would execute a command given by the user expressed in SOFSAT language. This allows a user to see what the results look like from some previous steps of analysis before deciding what to do next, thus providing the needed flexibility to adjust the workflow dynamically. The implementation involves implementing those three basic operators using appropriate text representations. A very first version of the SOFSAT system can be based on a simple, yet powerful representation, for example, the bag-of-words representation.

3. Evaluate SOFSAT with multiple applications: Once a basic SOFSAT system is implemented, we can use the system to evaluate the general idea of the SOFSAT framework – allowing users to “program” text analysis applications by using the three set-like text processing operators. Besides the several specific application scenarios discussed earlier in this paper, it can also be used for many other applications. The SOFSAT system can be made open source to allow many users to test it with many real world text analysis applications. The feedback from those users would be extremely useful for further improving the basic system; in particular, it would inform the design of future versions of the language where advanced operators may be added. Without application feedback, however, it may be unclear what kind of advanced operators are most useful.

4. Implementation of advanced operators: Based on the feedback from testing the basic SOFSAT with many applications, we can further design and implement potentially many advanced operators, mostly corresponding to more advanced text representation than the bag-of-words representation. The implementations of those advanced operators will widely vary case by case based on the specific representations and technical details of methods. Each operator may demand a separate investigation since it may raise a novel challenge associated with performing a certain kind of semantic analysis of text data. With iterative testing and improvement, the eventual goal would be to materialize SOFSAT with a rich set of set-like operators that would support a wide variety of text representations, which can then be released as a general tool that can be used in many different application domains to support semantic analysis of text data.

5. Optimization of SOFSAT system: Finally, since SOFSAT is a declarative language, it has an important advantage in optimizing the SOFSAT system as the application logic and the implementation detail
can be separated. This is similar to the benefit of a relational data model that enables the separation of database query semantics from the actual execution of a database query. For example, if the system can see a whole sequence of operators, it may attempt to optimize the execution of those operators so as to maximize the efficiency without compromising the quality of analysis results. For example, in the case of comutatable operators, intersection operators may be executed first to reduce the size of the candidate text objects in early stage so as to make it more efficient to further process the text objects using other operators later. Existing work on database query optimization can provide much insight about how to optimize SOFSAT system.

5. RELATED WORK

There has been so much work done on text mining and analytics that even a complete summary of the major lines of research goes beyond the scope of this paper; the reference [3] provides a comprehensive review of most of the research work in this area. From practical viewpoints, many text mining toolkits are available, including but not limited to Lucene [1], MeTA [27], NLTK [7] etc. To the best of our knowledge, this paper is the first to propose a formal general framework for potentially designing a programming language and implementing a system to support flexibly many different text analysis applications using a finite number of basic operators. In some way, those operators resemble the operators supported by a declarative query language for a database (like SQL [10]), making our work related to the Relational Data Model [12]. As the Relational Data Model provides a common foundation for database querying tasks, SOFSAT also provides a common foundation for many text analysis tasks.

Measuring the semantic similarities among words has long been a popular research topic among the NLP community [25; 23; 36; 4; 29; 19; 32]. Recently, researchers have also focused on how the word level similarities can be extended to sentence level similarity measures [38; 41; 2; 31; 18]. However, what is missing is a general framework or tool that can exploit these semantic relations to support intelligent text processing and comparison. This is the goal of our proposed SOFSAT framework.

Many powerful general text analysis algorithms have been proposed, notably those based on probabilistic topic models [21; 8]. They can be used to discover topics from text data and analyze variations of topics. These algorithms can be used as a basis for representing text data and thus can be potentially incorporated into SOFSAT as a way to provide an alternative representation of text, which further enables incorporation of set-like operators defined on such an alternative representation. Topic models have also been proposed for comparative analysis of text data; SOFSAT provides an alternative way of doing similar analysis with much more flexibility. However, it is possible that some of those customized models for comparative analysis may be more effective for specific analysis tasks than the general SOFSAT. Such a tradeoff between generality and effectiveness for a specific task is inevitable, but it is generally infeasible to enumerate all the different kinds of analysis tasks to develop a customized algorithm, and a main benefit of a general framework such as SOFSAT is its applicability to a wide range of applications, enabling many applications to be developed using a single framework easily. As we identify a specific kind of application, we may further develop more effective, customized analysis algorithms for that particular kind of application. In this sense, the general framework is complementary with those specific advanced algorithms. They can also be potentially combined in a hybrid system.

6. CONCLUSIONS

In this paper, we proposed a new general framework (SOFSAT) with set-like operators that can potentially support a wide range of text analysis applications by allowing for flexible combination of multiple operators to iteratively analyze arbitrary text data sets. We presented the general framework, discussed different ways to instantiate the framework, proposed an architecture for implementing an interactive text analysis system based on SOFSAT, and discussed a few specific applications. We laid out a roadmap for future work and hope that this position paper would stimulate research in this novel direction so as to accelerate widespread applications of text data mining.
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