ABSTRACT

The first step to saving energy in the home is often to create an energy breakdown: the amount of energy used by each individual appliance in the home. Unfortunately, current techniques that produce an energy breakdown are not scalable: they require hardware to be installed in each and every home. In this paper, we propose a more scalable solution called Gemello that estimates the energy breakdown for one home by matching it with similar homes for which the breakdown is already known. This matching requires only the monthly energy bill and household characteristics such as square footage of the home and the size of the household. We evaluate this approach using 57 homes and results indicate that the accuracy of Gemello is comparable to or better than existing techniques that use sensing infrastructure in each home. The information required by Gemello is often publicly available and, as such, it can be immediately applied to many homes around the world.
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1. INTRODUCTION

Buildings account for more than 30% of total energy usage around the world, of which up to 93% is due to residential buildings [41, 18, 42]. Some of this energy can be saved by producing an energy breakdown: the amount of energy used by each individual appliance in the home, akin to the itemized bills we get from grocery stores. With such a breakdown, utility companies can focus conservation programs on homes that have an especially inefficient appliance, such as a fridge, water heater, or air conditioner. Energy feedback can also help induce energy-saving behaviour in the occupants themselves [15, 4, 30, 43, 24].

Unfortunately, current techniques that produce an energy breakdown are not scalable: they require hardware to be installed in each home and/or intensive manual training of the system. One approach, called non-intrusive load monitoring (NILM), tries to infer the energy breakdown based on the aggregate power trace from a single smart meter installed in the home. This approach is perhaps the most practical because smart meters are already being rolled out in millions of homes worldwide. However, current techniques require high resolution data (1 minute sampling frequency or higher) [39, 11, 4] while most smart meters today only support 15-minute or hourly sample rates to support time-of-use energy pricing. Even if smart meters had a higher sampling rate, most of the world does not yet have smart meters and many places do not even have plans to deploy them. Alternatives to NILM are more accurate but require specialized sensors to be installed inside the home [20], on each individual appliance [32, 26, 16], or on each circuit in the breaker box [37]. All of these solutions are limited by the need for instrumentation to be deployed in every home.

In this paper, we propose a more scalable solution called Gemello that produces an energy breakdown in homes without requiring new hardware to be installed in each home. Instead, Gemello estimates the energy breakdown for a home by matching it with similar homes that do have a hardware-based disaggregation solution. This matching requires only the monthly energy bill and household characteristics such as square footage of the home and the size of the household. From an energy perspective, homes in the same geographic region are often very similar because they have similar construction methods, use the same heating fuels, and contain similar fridges, washing machines, and other appliances. Gemello exploits this fact to provide an energy breakdown for many homes in a region by instrumenting only a fraction of them.

Of course, no two homes are exactly identical and finding a perfect twin is unlikely. Therefore, Gemello uses a different set of matching homes to estimate the energy usage of each individual appliance. The key to success is the ability to define ‘similarity’ on a per-appliance basis. For example, homes with similar seasonal trends in their monthly energy bill are expected to have similar heating/cooling energy (referred as heating, ventilation, and air conditioning [HVAC] from now on); homes with similar square footage are expected to have similar lighting loads; and homes with a similar number of occupants are expected to have similar
washing machine energy usage because that is driven by the amount of clothes worn each day. The energy usage of each appliance is predicted by a different set of features, and so Gemello finds a different set of homes to predict the energy usage of each appliance.

We evaluate this approach using 57 homes from the publicly available Dataport data set [38], in which the ground truth energy breakdown is measured by metering each appliance of the home individually for one year or more. Results show that the accuracy of Gemello is comparable to or better than established NILM techniques called FHMM and LBM, both of which require on-site, high-frequency power metering in each home [33, 45]. Gemello can achieve 76% and 69% accuracy on HVAC and fridge, compared to 61% and 39% for FHMM and 56% and 72% for LBM. Furthermore, it achieves up to 57% accuracy on washing machine, dryer, dishwasher, and lighting loads, which is higher than previously reported results. Many existing techniques are not able to disaggregate these loads at all. Our analysis shows that these results are robust with as few as 7 instrumented homes: the accuracy for HVAC loads is ≈69%, still 8% better than state-of-the-art approaches. The accuracy of Gemello becomes higher in homes with smart meters that provide power readings at 15-minute resolution.

The Gemello technique has potential for immediate impact because all of the information it requires is already available. Essentially all homes already have a standard power meter that provides total monthly energy usage for billing purposes, and in many regions this information can be downloaded online\(^1\). Household characteristics such as the size of the home and the number of people in the household are often publicly available and are already being used by companies to match homes for other types of eco-feedback\(^2\). Finally, many companies are already collecting submetering information from thousands of homes around the world\(^3\). By combining these three sources of information, Gemello could be used to provide an energy breakdown for homes around the world without the need to install new instrumentation in each location.

2. RELATED WORK

Various techniques for measuring appliance level energy consumption have been studied in the past. The simplest technique is to install appliance level sensors that monitor and report appliance energy consumption [26, 16, 23]. Many commercial vendors are also selling appliance level sensors such as Kill-A-Watt\(^4\) and Hobo plug load data logger\(^5\). Instead of directly monitoring the appliance of interest, a few recent systems have looked into indirect sensing techniques. Kim et al. [32] develop a system called Viridiscope that leverages the correlation amongst sensor streams, like using a vibration sensor on a fridge to tell if the compressor is running or not, and then using a model to determine fridge’s power. Similarly, Clark et al. [13] develop a system called Deltaflow that employs energy harvesting sensors and performs computation on the activation of these sensors to determine appliance power draw. Jain et al. [25] install temperature sensors inside a home to estimate air conditioner energy usage. Gupta et al. [20], Chen et al. [12] and Gulati et al. [19] use the electromagnetic interference typically generated by electronic appliances to determine appliance usages. Previous work has also looked into using sensors deployed at household circuits (lesser in number than individual appliances) to infer per-appliance energy usage [37]. All these solutions are limited by the need for instrumentation to be deployed in every home. Previous research has shown that there are various challenges beyond cost of the system that prevent such systems from being scaled [23].

NILM is often considered the most practical approach towards generating energy breakdown. However, like other approaches mentioned above, it also requires instrumentation in each home. While the effort of deploying a smart meter may be less in comparison to other related approaches, most of the world still does not have smart meter infrastructure.

Since its inception in the early 1980s by George Hart [21], the field of NILM has seen various approaches based on different machine learning techniques leveraging different features of the power trace. However, many of these approaches require submetered data to learn a model of each appliance and these models have not been shown to generalize well across homes. Even if the models did generalise, NILM approaches require high frequency power metering with resolutions of 1-minute or higher. Very high frequency approaches (>10 kHz) [11] use features such as voltage-current trajectories to detect events in aggregate power time series. However, current smart meters do not collect data at such high rates because they are designed and deployed for the purposes of time-of-use pricing and there are currently no efforts to deploy devices suitable for energy disaggregation on a large scale. Therefore, these techniques, while promising, face real practical barriers before being used at scale.

Additionally, existing approaches for energy disaggregation [33, 39, 21, 45, 35] require a model of each appliance. The main differences between these techniques are how they are created and how they are used to infer the hidden states of the appliances based on the aggregate power readings. For example, some systems model appliances as finite state machines (FSMs). However, such approaches generally show poor accuracy on complex appliances such as washing machine and other electronics, as a FSM is a poor model for such appliances. Some systems assume the model is manually generated, learned from training data [21, 33], and in rare cases learned automatically [5]. In all cases, however, the accuracy of these models depends on how well the model approximates the true appliances in the home and it has not yet been demonstrated that these model-based approaches generalize well across homes. Only recently, researchers have started looking into automatically learning arbitrarily complex appliances using deep neural networks [29]. However, as claimed by the authors themselves, the work is just scratching the surface. These challenges are likely to impact the generalisability and applicability of existing approaches towards solving the energy breakdown problem.

3. APPROACH

The goal of Gemello is to predict the energy consumption of household appliances given easy to collect information such as a single aggregate energy reading per month and static household characteristics. The key intuition be-

\(^1\)http://www.greenbuttondata.org/
\(^2\)https://opower.com/
\(^3\)http://powerhousedynamics.com/
\(^4\)http://www.p3international.com/products/p4400.html
\(^5\)http://www.onsetcomp.com/products/data-loggers/ux120-018
For each target home \( i \) \((i \in U)\), we first derive the feature set (as discussed later) using vectors \([EM_{i1}, \ldots, EM_{i2}])\) which is anyway collected for billing purposes and static household information such as size and number of occupants (represented by a vector \([S_{i1}, S_{i2}, \ldots])\).

Let these feature set be represented by \([I_{i1}, I_{i2}, \ldots])\). We next derive the \( K \) nearest neighbours for the \( i \)th home from amongst the submetered homes in \( SH \) by comparing the feature set \([I_{i1}, I_{i2}, \ldots])\) with the feature sets derived for the remaining homes \( SH \). Let this set of ‘similar’ homes be \([N_{1}, \ldots, N_{K}]\). Monthly energy consumption for \( k \)th appliance (\( L_k \)) for \( i \)th home is then calculated as:

\[
L_{ki} = \frac{L_{k1} + L_{k2} + \cdots + L_{kK}}{K}
\]

where \( L_{k1}, \ldots, L_{kK} \) represent the monthly energy consumption for the same \( k \)th appliance from \( K \) identified ‘neighbours’ which are already sub-metered (and hence this information is directly measured). Figure 1 outlines the proposed Gemello algorithm.

We define ‘similarity’ differently for each electrical load. For example, homes having ‘similar’ monthly energy consumption are likely to have similar heating/cooling energy as the monthly energy consumption in many countries is often dominated by heating/cooling loads. Homes having ‘similar’ area are likely to have ‘similar’ lighting fixtures and thus may consume similar lighting energy. Homes having a ‘similar’ number of occupants may have ‘similar’ dish washer and washing machine energy usage, as clothes and dishes loads is likely to be proportional to the number of occupants. By defining ‘similarity’ differently for each load, we leverage the fact that no two homes are exactly identical in all respects, but that every home is likely to have a set of similar homes that can be leveraged for predicting energy consumption at the load level.

For an electrical utility that has no smart metering infrastructure or homes in their customer base that already have appliance level monitors already installed, it can chose these set of homes in a way that all the remaining (large number of) homes are ‘similar’ to one or more of these neighbour-hood homes. Standard clustering techniques can be used on the feature set derived from already available information, as is used in Gemello for estimating \( K \) neighbours, to create cluster of homes from their customer base and then a small set of homes can be selected from each cluster for installing sub-metering infrastructure.

We develop further understanding of operation of Gemello by answering the questions below.

**Q1. What features are derived from the monthly consumption and the static household information?**

Monthly energy consumption, \([EM_{i1}, \ldots, EM_{i2}])\), is used to derive features such as seasonal trend, variance, range (difference between maximum and minimum), ratio of minimum to maximum monthly energy consumption, skew, kurtosis and the 25th and 75th percentile. Static household features, \([S_{1}, S_{2}, \ldots])\) include area, number of occupants and number of rooms. In total, we have 17 features from monthly data and 3 corresponding to static household properties. These are summarised in Table 1.

**Q2. When higher resolution information, such as 15-minute AMI data is available, can it be leveraged in Gemello?**

Since 15-minute AMI data is very rich compared to monthly energy consumption, we divide the features derived from AMI data into the following three broad classes:

1. Seasonal and Trend - To derive these features, we first decompose the 15-minute AMI data time series using Seasonal Decomposition of Time Series by Loess (STL) \([14]\) into seasonal and a trend 15-minute time-series. We chose the period of 1 week for STL de-
Table 1: The features above are used to define similarity between homes. Gemello primarily uses features of the monthly energy bill and static household characteristics. However, it can also use features of 15-minute AMI power data if the home has a smart meter installed.

<table>
<thead>
<tr>
<th>Feature category</th>
<th>Feature sub category</th>
<th>Features (f)</th>
<th>#f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly energy</td>
<td>Raw monthly energy</td>
<td>12 month household energy aggregate</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Derived monthly energy</td>
<td>Variance over 12 month aggregate energy, Min. energy/Max. energy across 12 months, Max. energy-Min. energy across 12 months, (Max. energy - Min. energy)/Max. energy, Skew, Kurtosis, 25th, and 75th percentile of 12 months energy</td>
<td>9</td>
</tr>
<tr>
<td>Static household characteristics</td>
<td>Household area, # occupants, # rooms</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>15 min AMI data</td>
<td>Time series decomposition</td>
<td>Max. of seasonal and trend component, Energy of seasonal component across months of HVAC usage, Top-7 Fourier transform coefficients of seasonal component</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Weather correlation</td>
<td>Correlation between hourly aggregate energy and external temperature</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Usage patterns</td>
<td>Autocorrelation (lag 1 day), Fraction of energy used across 24 hours, Fraction of energy used across 7 days</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Step changes</td>
<td>Proportion of step changes in 3 bins (&lt;500 Watts, &gt;500 and &lt;1000 Watts; &gt;1000 Watts), Cluster centers of above 3 bins</td>
<td>6</td>
</tr>
</tbody>
</table>

Composition as homes show weekly patterns. Features derived in this class include max., energy and first 7 coefficients obtained from the Fourier transform of the seasonal component. These 7 coefficients correspond to periods of 1 through 7 days. This class will be broadly useful to estimate HVAC energy consumption since homes similar in the seasonal and the trend component are likely to be similar in HVAC energy consumption.

2. Temporal Patterns - Features derived in this class include fraction of energy usage across the 7 days of the week, energy usage across the 24 hours of the day and energy usage during the night time. Such features can be used to derive energy consumption of appliances showing temporal usage patterns. For example, certain working class populations may do their groceries, clothes and dishes on weekends and thus would have higher fridge, washing machine and dryer energy consumption on weekends. Further, fridge being a background load, running even in the night time when most other loads would be off, its energy can be easily derived by exploiting similarity in night hours energy usage.

3. Step changes - A step change is likely to be caused by an appliance changing its state. For example, washing machine turning ON could cause a step change of 500 Watts. We compute the fraction of step changes whose magnitude are less than 500 Watts, between 500 and 1000 Watts and greater than 1000 Watts. Step changes greater than 1000 Watts are caused by high power appliances such as HVAC, while step changes less than 500 Watts are caused by low power appliances such as fridge. On similar lines, we find the cluster centres of the step changes in these three bins. The cluster centres will likely indicate the power of the most frequently cycling appliance (typically fridge).

4. Weather correlation - In addition to 15-minute AMI data, we also use 15-minute weather information as a feature. Homes having similar HVAC energy are likely to have similar response to weather and thus similar correlation between aggregate and temperature.

In total we derive 53 features from 15-minute AMI data. These are summarised in Table 1. Since these features are on different scales, we normalise them in the range 0 to 1 using standard scaling procedures.

Q3. From amongst all the features that we derive, how do we decide which features to use for estimating energy consumption of a particular appliance?

Using the entire set of features may cause our model to over-fit and give poor generalisation. Thus, we select the top-$N$ features from the given feature set using standard feature selection algorithms.

Q4. Once we have selected the feature set, how do we select the neighbouring homes from where the average sub-metered information is available?

Given a set of selected features, 'similarity' between homes can be found using distance functions. Standard distance functions such as Euclidean, Manhattan, etc. can be used. For each test home, we find its 'neigh bourhood' by finding its $K$ nearest neighbours from the set of submetered homes, akin the well-known $K$ nearest neighbours algorithm.

6https://github.com/robjhyndman/anomalous-acm
Table 2: Number of homes in the dataset with ground truth values for each appliance

<table>
<thead>
<tr>
<th>HVAC</th>
<th>Lights</th>
<th>Fridge</th>
<th>Dryer</th>
<th>Dish washer</th>
<th>Washing machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>12</td>
<td>21</td>
<td>32</td>
<td>26</td>
<td>16</td>
</tr>
</tbody>
</table>

Q5. Once the neighbouring homes are selected, how do we estimate the monthly energy consumption for a particular appliance in the selected home?

Having found K nearest neighbours for the test home, we predict the energy consumption of an appliance in the selected home as the average of energy consumption of that appliance across the K submetered homes. While we use the regular average, we can also use weighted average, which assigns higher weights to closer neighbours while making the prediction. We leave using weighted average for future work.

4. EVALUATION

4.1 Data set

We use the publicly available Dataport data set [38] for evaluating our approach. Dataport data set contains aggregate and appliance level power information for more than 600 homes in Texas, USA for up to 3 years. Submetered and household aggregate power data was collected at 1-minute resolution. 57 homes contain data for 1 year (2013) across 6 appliances of interest (fridge, HVAC, lights, dryer, washing machine and dish washer) and house metadata such as the number of occupants, area of the home and number of rooms. While the data set contains submetered data from a large number of appliances, only the chosen 6 appliances had data across significant number of homes. Not all of these 57 homes monitored all these 6 appliances. Table 2 shows the number of homes for each of these 6 appliance types.

While many NILM data sets have been released in the past, none of the other data set satisfied the requirements of containing both aggregate and submetered power data for a large number of homes for at least one year. While the HES data set [46] contains data from a large number of homes for a large time, it does not contain aggregate power data. Given the high variability present in submetering across homes, we can’t assume the aggregate to be the sum of submetered loads. The ECO data set [10] contains data from 6 homes for 8 months. But, there is no single load which is submetered across all these 6 homes. AMPds [36], iAWE [7], Blued [2] contain data only from a single home. REDD [34] contains data for a very short duration from 6 homes. While UK-DALE [28] contains data from 6 homes, only one of them has year long data.

We compare the attributes of our sample (57 homes) to the population (homes in the Texas and USA region). Figure 2a shows the distribution of annual energy usage across the 57 homes with a mean of 9923 kWh, the mean of Texas region is 13896 kWh [17]. Figure 2b shows the distribution of square footage area of households in our sample, with a mean of 2021 sq. ft. The mean for Texas region as reported in two different reports is 2393 sq. ft and 1757 sq. ft [17]. The distribution of number of rooms in our sample is shown in Figure 2c having a mean of 7.3 rooms. While the statistics for average number of rooms per home in Texas are not available, a survey reports an average of ≈3 bedrooms per homes in the US. Figure 2d shows the distribution of number of occupants per home with a mean of 2.6, the mean for Texas is 2.7.

4.2 Baseline approaches

We compare the accuracy of our approach against the following two approaches:

4.2.1 Factorial Hidden Markov Model (FHMM)

FHMM is a well known NILM technique [33, 39] and commonly used as a benchmark by energy disaggregation researchers [8, 45, 34, 9, 35]. In this approach, each appliance is modelled as a hidden Markov model (HMM) containing ‘n’ states, where a state indicates mode of operation of the appliance. Many appliances can be modelled as 2 state machines (ON or OFF). The HMM for each appliance is described by 3 parameters: 1) Initial probability (π)- containing the probability of each state at the initial time; 2) Transition matrix (A)- containing the probability of transition between states (e.g. ON to OFF ); and 3) Emission matrix (B)- containing the power draw distribution of different states of the appliance. Energy disaggregation is done by performing a joint optimisation over the individual HMMs.

4.2.2 Latent Bayesian Melding (LBM)

In recent state-of-the-art work, Zhong et al. [45, 44] propose a method of melding models such as FHMM with prior information from population. Such prior information introduces constraints such as the expected number of cycles per
Figure 3: Gemello achieves Energy Accuracy that is comparable to or better than the baseline approaches across all appliances

day of an appliance, expected duration of usage per day and expected energy usage of an appliance per day. Their analysis shows up to 50% accuracy improvement over other approaches.

4.3 Evaluation metric

We define our metric based on prior work [33, 8]. Let the predicted and ground truth appliance energy for an appliance $a$ in home $h$ for month $m$ be $\text{Pred}(h, a, m)$ and $\text{GT}(h, a, m)$ respectively. The absolute percentage error ($\text{PE}$) for the $h, a, m$ triplet is given by:

$$\text{PE}(h, a, m) = \frac{|\text{Pred}(h, a, m) - \text{GT}(h, a, m)|}{\text{GT}(h, a, m)} \times 100\%$$

The percentage accuracy ($\text{PA}$) for $h, a, m$ triplet is given by:

$$\text{PA}(h, a, m) = \begin{cases} 100 - \text{PE}(h, a, m), & \text{if } \text{PE}(h, a, m) \leq 100 \\ 0, & \text{otherwise} \end{cases}$$

The percentage accuracy ($\text{PA}(h, a)$) for an appliance $a$ in home $h$ is given by the mean of $\text{PA}(h, a, m)$ across all months.

$$\text{PA}(h, a) = \frac{\text{PA}(h, a, m)}{\text{Number of months}}$$

We now define our main metric Energy accuracy (%) for an appliance $a$ to be the mean of $\text{PA}(h, a)$ across all homes.

$$\text{Energy accuracy}(a) = \frac{\text{PA}(h, a)}{\text{Number of homes}}$$

In our results, we also calculate the standard error to show the variation in energy accuracy across homes. Higher ‘Energy accuracy’ indicates better disaggregation performance.

4.4 Experimental setup

Our experimental setup tries to replicate the following real world scenario- we have a small subset of submetered homes and a large number of homes without smart meters. However, our data set has the limitation that only a small number of homes (Table 2) containing aggregate and appliance energy for long duration (1 year) and household characteristics is available. Thus, we use the leave-one-out cross validation technique to evaluate our approach, where we assume the set of submetered homes to be all the homes except the test home. Since we also want to tune the parameters of our model, we do a nested cross-validation [22], where the inner loop of cross validation is used for model tuning. We tune our model on two parameters- the number of neighbours ($K$) and the top-$N$ features. We vary $K$ from 1 to 6 and $N$ from 1 to max(number of features, 10). The top-$N$ features are learnt using the ExtraTreeRegressor using the default parameters provided in the Scikit-learn implementation.

We perform this nested cross validation for each of the three feature sets- monthly, static and monthly+static features. We chose to perform nested cross validation on these three sets separately to ensure that we don’t overfit when given monthly+static features. Of these three feature sets, the feature giving highest training cross-validation accuracy is chosen for reporting the accuracy on the test households [22].

We use data from 2013 for our evaluation. For all homes, we had aggregate and appliance monthly energy consumption for the 12 months. For the HVAC, the evaluation was done only on the months (May-October) in which it is typically used in Texas.

To compare our performance with FHMM, we train an FHMM on 15-minute appliance level data from all homes across the dataset using nilmtk [8, 27]. Each appliance is modelled as a 3 state HMM, as is commonly done in the literature [45, 8]. The FHMM is composed of an HMM for each home contains the 6 appliances of interest. It must be noted that the result of FHMM disaggregation is a 15-minute power signal for each appliance. We calculate the per month energy from this power signal.

To compare our performance with LBM, we use the implementation provided by the paper authors. The FHMM is trained on 15-minute appliance level data from the dataset. Population statistics such as appliance number of cycles, duration of usage are computed on the entire dataset. The LBM paper authors confirmed that the parameters and hyper-parameters we learnt were reasonable. Like FHMM, LBM outputs a 15-minute power timeseries, from which we calculate the monthly energy consumption per appliance.

We have made our code public and provided easy to reproduce IPython notebooks on Github.

4.5 Results

Our main result in Figure 3 shows that Gemello gives comparable or better disaggregation performance across all loads in comparison to the 2 baseline approaches. Gemello can achieve 76% and 69% accuracy on HVAC and fridge, compared to 61% and 39% for FHMM and 56% and 72% for latent bayesian melding based approach. Furthermore, it achieves up to 57% accuracy on washing machine, dryer, dishwasher, and lighting loads, which is higher than previously reported results. Many existing techniques are not able to disaggregate these loads at all.

We discussed the results of the benchmark algorithms with several energy disaggregation researchers. We found that there are several reasons why the performance of FHMM and LBM is poor in comparison to our approach. First, FHMM is known to work poorly when the ‘unexplained’ energy is high. Unexplained energy is the proportion of energy consumed by loads other than that in the model. While one may argue for the incorporation of additional loads, previous research has shown that FHMM performance degrades

12https://github.com/nipunbatra/Gemello
as number of appliances increases [31, 8]. It is also generally not feasible to create FHMMs with a large set of appliances as FHMMs have time complexity exponential in the number of appliances. Second, at 15-minute resolution, many appliance lose their distinctive electrical features. For example, a compressor cycle of a fridge may last 15 minutes and may get confused with noise when data is sampled at 15-minutes interval. Third, FHMMs and in general signature based NILM approaches are prone to poor accuracy when appliances of similar signature are present. In our data set, the dish washer and the dryer had similar electrical signature. Fourth, FHMM is expected to do well for appliances such as fridge and HVAC which have dense usage. But, sparsely used appliances such as dryer and washing machine show poor accuracy. Fifth, appliances such as washing machine, dish washer also exhibit complex electrical signatures, such as spin cycle, dry cycle, rinse cycle [5], which make an HMM based model unsuitable. Most of these limitations are common across all energy disaggregation approaches.

We next evaluated the performance of our approach in comparison to LBM in the case higher resolution data was available to LBM. The LBM authors report high accuracy with 2-minute data. In Figure 4, we see that with an increase in resolution from 15 to 2 minutes, the accuracy of LBM improves. However, our approach still performs comparable or better across all appliances.

4.6 Analysis

4.6.1 Sensitivity analysis on feature space

Having established that Gemello gives better or comparable accuracy than state-of-the-art algorithms, we now analyse the performance of Gemello if additional data such as 15-minute AMI is also available. Figure 5 shows the performance of Gemello across different feature sets. ‘All’ set of features contains features from AMI data in addition to static household and monthly features. For fridge, the AMI features increase accuracy by 5%. On analysing the optimal set of features selected during nested cross validation when fed AMI features, we found that in 20/21 homes, proportion of step changes that are less than 500 Watts was among the optimal features. As we had hypothesised earlier, fridge is a duty cycled appliance often consuming less than 500 Watts. Thus, homes similar in proportion of step changes less than 500 Watts are similar in fridge consumption. We also found the fraction of energy consumed in afternoon hours to be an important feature as it occurs in 19/21 homes. Homes typically show low electrical activity during afternoon hours, which is often dominated by the always-on appliance fridge. Thus, fraction of energy in afternoon hours is useful for finding homes with similar fridge energy.

We now discuss the optimum set of features learnt by our approach. Table 3 shows the top features learnt over monthly and static features. For the HVAC, washing machine, lights and dryer the features match our intuition, as discussed earlier in Section 3. For dish washer, the top features include the aggregate monthly energy consumption in winter months (December and January). The mean correlation between dish washer energy usage across the months and aggregate energy in December and January is 0.49 and 0.43 respectively. We currently do not have an explanation for this correlation. Further, we find that the top features for fridge shown in the table do not have a high correlation with fridge energy consumption. However, these features do a good job in clustering homes, which ensures that homes similar in the feature are similar in fridge energy.

To find the best possible performance of Gemello on our dataset, we define the ‘Oracle’. The ‘Oracle’ finds the ‘optimal’ subset of ‘neighbourhood’ homes from all possible sub sets of homes for each home for each load. The appliance energy data from these ‘optimal’ homes is then averaged to predict the appliance energy consumption for the test home. Here, ‘optimality’ is defined as giving the best energy breakdown accuracy. The substantially high accuracy of the ‘Oracle’ only highlights the potential of Gemello . That is to say, if we were to find better features for defining similarity between homes, our accuracies would tend towards the accuracy of the ‘Oracle’.

4.6.2 Sensitivity analysis on number of submetered homes

We now discuss the impact of number of submetered homes
(\#SH) on the accuracy of Gemello. A low number of homes is highly desirable as it will make the approach more cost-effective and thus scalable. To find the accuracy if only \#SH homes were submetered, we do a cross-validation to tune our model (inner loop of the nested cross-validation described earlier). Then, on the remaining Total - \#SH homes, we predict using the tuned model. We repeat this procedure 100 times ensuring that we pick different subsets of \#SH homes randomly. Figure 6 shows the accuracy of HVAC and fridge with number of submetered homes (\#SH). We chose the starting \#SH as 7, as we have defined 6 as the maximum number of neighbours. We find that even with only 7 submetered homes, Gemello achieves \approx 69% \text{ and } \approx 65\% \text{ accuracy on HVAC and fridge respectively. The HVAC accuracy is still 8\% better than the state-of-the-art. For the fridge, the accuracy is only 4\% off from the accuracy when 21 homes were available. While we don’t show the impact of number of submetered homes on accuracy for other appliances in interest of space, time and aesthetics, the conclusion holds that even with low number of submetered homes, our approach gives good performance.}

### Table 3: Gemello automatically figures out which features are most effective at predicting energy usage for each appliance.

<table>
<thead>
<tr>
<th>Appliance</th>
<th>Top features (prop. of homes present)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVAC</td>
<td>Aggregate energy in summer months (.94), 75\text{th} percentile of 12 month aggregate (.94)</td>
</tr>
<tr>
<td>Fridge</td>
<td>Area (1), Kurtosis of 12 month aggregate (.9), Range of 12 month aggregate (.86)</td>
</tr>
<tr>
<td>Washing machine</td>
<td>Area (1), Num. rooms (.94)</td>
</tr>
<tr>
<td>Lights</td>
<td>Area (1)</td>
</tr>
<tr>
<td>Dryer</td>
<td>Num. occupants (1), Area (1)</td>
</tr>
<tr>
<td>Dish washer</td>
<td>Monthly aggregate in December (.92), January (.77)</td>
</tr>
</tbody>
</table>

Figure 6: Gemello achieves high accuracy even with only a small fraction of submetered homes, making it a cost-effective and scalable solution. (There are fewer homes in the dataset with fridge data, thus fridge curve ends earlier.)

5. **LIMITATIONS AND FUTURE WORK**

Our work has four major limitations, described below:

1. Since our approach only uses single reading per month, it can only estimate the monthly energy consumed by individual appliances, and cannot estimate the finer grained power signal. Estimating the fine grained signal has been shown to enable various applications such as activity recognition [1], anomaly detection [9, 3] and predicting household occupancy [6]. However, in homes that do have AMI metering infrastructure, the results of Gemello could potentially improve. This is a direction of future work. We believe that incorporating some of our features in the LBM approach could yield good results.

2. This approach is less likely to work for very uncommon appliances. It is likely limited to appliances which are commonly present across a large number of homes. This concern is common to current NILM algorithms as well, which are typically suited for more common appliances. The generality of this approach will grow linearly with the number of homes on which submetering infrastructure is deployed.

3. If people respond to energy breakdown and change their energy consumption, our feature vector consisting of historical energy usage is likely to be less effective. We believe that such changes can be captured by running changepoint detection algorithms over longer duration historical energy data.

4. ‘Outlier’ homes (such as homes consuming very high energy), which are likely candidates for energy feedback may have wrong predictions owing to the fact that ‘neighbouring’ homes are not representative of their energy consumption. We plan to address this concern in future work by first segregating these ‘outlier’ homes based on a model of home’s energy consumption as a factor of various static and dynamic characteristics such as: area, number of occupants, etc.

6. **CONCLUSIONS**

A detailed energy breakdown is the first step towards saving energy in a home. We started with the goal of creating an energy breakdown solution that - works with whatever data is easily accessible, is able to scale across large number of homes and requires minimal capital expenditure involved. In order to achieve these objectives, we completely flipped the way we look at the problem. Rather than the existing bottom-up approach of using modelling to identify electrical signatures, we used the top-down approach of using modelling to identify home level characteristics that correlate well with appliance level energy consumption. We show that such home level characteristics can be easily calculated with static household information and monthly electricity data both of which are readily available. Results show that our proposed approach that satisfies the objectives we started
off with, gives comparable or better energy breakdown accuracy than the state-of-the-art NILM techniques which rely on high resolution power consumption data from smart meters. Further, we found that our approach is robust with a small number of instrumented homes. We believe that Gemello has potential for immediate impact because all the information it requires is already available.
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