ABSTRACT

The field of online advertising, in essence, deals with the problem of presenting ads to online users in the most appropriate contexts to achieve a multitude of advertiser goals. A vast amount of work in online advertising has been focused on optimizing banner display advertising campaigns where the main goal lies in direct response metrics, often as clicks or conversions. In this paper, we explore the newly popularized space of online video advertising, where brand recognition is the key focus. We propose a framework based on a feedback mechanism where we optimize multiple video specific performance indicators while making sure the delivery constraints (budget and user reach) of advertisers are satisfied. While our main focus is on improving metrics such as engagement (amount of view time), and viewability (whether a campaign is within eyesight of a user), we also discuss the possibilities of expanding to other metrics. We demonstrate the benefit of our framework via empirical results in multiple real-world advertising campaigns. To the best of our knowledge, this is the first paper that deals with the unique challenges arising from the nature of online video advertising.
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1. INTRODUCTION

Online advertising aims to match advertisers with the most beneficial online users through the most appropriate contexts (websites, mobile applications etc.) in order to maximize their campaign specific goals. These campaign specific goals are often one of two kinds: brand recognition metrics, i.e. any metric which serves to indicate whether or not an audience’s opinion of an advertiser’s product has improved, or whether or not the size of the audience that knows about an advertiser (or a specific product) has increased; and direct response metrics, which can be directly measured in terms of monetary value, such as a click or a conversion (product purchase, subscription to a newsletter, etc.) [11].

The online advertising ecosystem is generally accepted to be comprised of components which collectively enable advertisers to reach their aforementioned goals: Demand-side Platforms (DSPs) strive to find opportunities on behalf of advertisers to show an ad (impression) to a user beneficial to a specific advertiser; Supply-side Platforms (SSPs) are publishers (websites or mobile application providers) or intermediary platforms (which publishers connect to) that supply advertising opportunities for multiple competing DSPs (often in a second-price auction) to capture and show an advertisement on; Data Management Platforms (DMPs) deal with processing first-party and third-party data for advertisers in order to enable business and analytical inferences for more effective advertising.

By the help of the above three components, the online advertising domain has experienced tremendous growth in the past few years, both in terms of the quality of ads and the amount of Internet traffic allocated to online advertising [19]. In terms of the media type used for advertising, banner display ads have been the main industry standard for the past two decades [4], which are graphic ads designed to achieve user attention, and whose components can also be calibrated for further optimization [9]. In accordance with this trend, a vast amount of literature has been focused towards optimizing direct response metrics which are clicks [6] or conversions [11], since it is not trivial to estimate brand recognition metrics for banner ads. This is especially true for evaluating whether the users’ opinions of an advertiser improved or not, which is even more complex.

In this paper, our efforts are mainly focused on optimizing video advertising campaigns where the ads shown to users are in the form of videos, which can have a variety of durations. The key difference for this type of advertising (compared to display ads) is that brand recognition metrics are used much more commonly compared to direct response metrics. Our focus is on two metrics whose detail is given in the next section: (i) Engagement, which depends on the
Within this paper, from time to time, we will use the term display advertising, for short, instead of banner display advertising.

2. BACKGROUND AND CHALLENGES OF VIDEO ADVERTISING

As aforementioned, we explore the details of video advertising in this work, which is inherently different compared to banner display advertising. First of all, the advertisers that follow the path of display advertising often utilize click or conversion optimization campaigns. While the advertisers also wish to receive brand recognition through run-of-network campaigns (RON) where no optimization is implied with fixed bid values, aiming to explore new audiences via relaxed user targeting constraints, they have no way to measure whether the users were indeed interested in their product, except for the direct response metrics. Please see Figure 1 for the distribution of campaign spending for display advertising on Turn’s platform for a 15-week period within 2015 over different metric prioritizations which supports our claim. In online video advertising however, the advertisers are mainly concerned with brand recognition. This makes it necessary to use metrics which are more closely tied to evaluating the brand recognition performance of a campaign. In this paper we are mainly focusing on three such metrics (the first one specific to video advertising):

- **Engagement** metric measures the percentage of the total duration of a video ad that has been actively watched by the user. There can be multiple types of engagement events (e.g. 25%, 50%, 75%). In the context of our current work, we take engagement to be a binary event where 1 represents that the user watched the whole (100%) of the video ad, and 0 otherwise. Please note that, intuitively, engagement metric measures users’ opinion of an advertiser, since it indicates the steady interest (as measured by the amount of time ad was watched) of the user towards the ad.

- **Viewability** indicates the goodness of the ad’s location, hence its viewability by the online user. Formally, the view event of an ad impression is 1 if the video ad is within eye-sight of the user during some time interval (industry standard is 2 seconds with at least 50% of ad area is within eye-sight). This metric suggests size of the audience knowing about an advertiser or product, since the knowledge of a user on an advertiser has not formed if the user has not viewed the ad.

- **User Reach** indicates how many users have watched the ads. Formally, since it is common for advertisers to put a frequency cap on the number of impressions delivered to one single user. User Reach can be calculated as the number of delivered impressions.

Figure 2 shows the distribution of spending for the video campaigns within Turn that signals importance on different metrics for the same 15-week period as in Figure 1. It can be seen that there is a clear upwards trend of advertisers utilizing viewability and engagement optimization tactics. Furthermore, we can also observe that the amount of budget spent for conversion campaigns holds a much smaller portion of the total video spend compared to display campaigns.

Lack of interest in direct response metric for video advertising has both advantages and disadvantages. A significant advantage comes from the fact that several problems arising for campaigns that value conversions are no longer of concern. First of all, one of the greatest problems related to conversion prediction/tracking is delayed feedback [2], since it takes a significant amount of time for a user to act (in terms of conversion, i.e. product purchase etc.) after seeing an ad, or clicking it. Secondly, tracking conversions requires a methodical way to attribute the conversion to the campaigns that show the ad to the user [17, 5], which is not trivial. This means that when we have a campaign that prioritizes conversions as its performance metric, there will be times when it will not even be able to register those conversions (because they have been attributed to another campaign) for accurate performance estimation.
The main disadvantage of having campaigns that prioritize brand recognition (not direct response) metrics is the ambiguity in assigning a monetary value to the evaluated metrics. While it is trickier for an advertiser to give a monetary value for a click, it is often trivial to see how much monetary value an advertiser should assign to a conversion. For example, the amount of money spent by the user when s/he purchases a product, or the profit made by the advertiser for that conversion, can yield a very intuitive monetary value which can be assigned to a certain conversion. This way, we can look at return-on-investment (ROI) for a specific campaign, which is the ratio of monetary value received (via clicks or conversions) by the campaign to the total amount of money spent for impressions by the campaign. Therefore, in some cases, we do not even have to have a great reach (number of unique users which are shown an impression) or delivery (the amount of money spent for advertising via impressions), as long as we can get a sufficient number of direct responses. This however is not the case for brand recognition metrics. There is no trivial way to assign monetary value to an engagement or view event by a user. Hence, the problem we need to solve for online video advertising includes both optimization of brand recognition metrics, as well as satisfying user reach and delivery criteria set by the advertiser. Please note that satisfying the delivery constraints of an advertiser campaign by itself is a difficult problem which is severely affected by the characteristics of the audience that the advertiser wants to reach [7, 18]. This difficulty gets further aggravated in video advertising campaigns where we aim to improve brand recognition metrics as well.

As mentioned in the previous section, coming up with a system that optimizes brand recognition metrics as well as delivery is our focus. After the literature survey in the next section, we will first delve into the formal definition of the problem we are trying to solve. We then will present our proposed methodology which aims to perform a constant trade-off between the delivery of a campaign and engagement as well as view events received by that campaign.

3. PREVIOUS WORK

Based on the domain-specific goals and metrics of success for online video advertising, we have introduced the challenges that are significantly different from those of the current mainstream approach, which is display advertising. As expected, display advertising has also been much more extensively studied in literature. To the best of our knowledge, our current work is the first to address the specific challenges arising in online video advertising. However, considering that our work also employs a joint optimization over various metrics, we will detail prior research done and approaches taken to jointly optimize performance and/or delivery metrics in online advertising. Please note that there are very few works detailing optimization efforts in online video advertising, and these in general exist in the substantially different context of online video advertising infrastructure. One such work deals with jointly optimizing the allocation of video rates and inserted advertisement duration in a wireless broadcast network to maximize profit [8].

Online Video Advertising: There have been a variety of proposed systems to implement effective forms of online video advertising, focused on insertion scheduling, video context similarity, and user relevancy issues. Inserting advertisements into a video stream is an especially complicated problem, as video advertisements are likely to degrade user experience if done clumsily, reducing the effectiveness of a campaign and potentially driving away users. Intuitively, advertisements are less disruptive when they are contextually relevant, with one proposed system [12] using advertiser-provided images (relevant to their own brand/message) to be compared against sampled video frames to determine the best candidate advertisements to show in a given video.

Another previous effort [14] focused on detecting sets of non-intrusive advertisement insertion points within a video, in addition to using contextual and visual-aural relevance to select the best advertisements to place. The authors demonstrated that this approach improved user viewing experience. A similar work [20] chose to introduce the ability to bookmark or delay interaction with an advertisement, in order to avoid video viewing interruption partially or entirely. Finally, in [22], the authors focus on user’s attention relevancy, where assuming a video ad triggered by a user can be considered relevant to a user’s attention, they propose a framework that generates semantic concepts from video broadcasts, which are subsequently used to rank video advertisements by relevancy concepts to find the most relevant video advertisements to ones triggered by a user previously. This paper presented findings which suggested that such an approach was regarded as less intrusive and more satisfying.

Compared to previous work in online advertising, our current effort differs in multiple ways. First of all, the listed literature is mostly involved with systems for scheduling and presenting video content, and have access to the actual video content to parse and analyze ahead of time; this is not applicable to a system like ours, which participates in the online advertising auction process in real-time under strict constraints. Additionally, most previous work is evaluated based on user studies and subjective measures, without much of a feedback loop or evaluation metric to evolve their systems’ algorithms or models over time. As a DSP, we are essentially solving a different set of problems in online video advertising, which are necessarily complicated by the evaluation metrics that we are striving to satisfy.

Joint Optimization in Online Advertising: In our current proposal, we are not claiming to introduce new methods of joint optimization, but rather, demonstrating a novel application for joint optimization of desired metrics in online video advertising and its empirical effectiveness. To the best of our knowledge, our proposed use of joint optimization over multiple brand recognition metrics for online video advertising is a novel effort, whereas joint optimization techniques have seen historical use in more traditional areas of online advertising. Perhaps the closest such use to our approach is a framework for the joint optimization of guaranteed delivery (often a brand advertiser’s goal) and pay-per-click (a performance-centric goal) auctions in sponsored search, with the objective of increasing search engine revenue [16]. This effort demonstrated the effectiveness of joint optimization compared to many baseline strategies. Additional efforts in sponsored search included jointly optimizing budget allocation and bid price setting, while presenting that it outperformed both bid price optimization and campaign budget optimization done separately [24].

A multi-objective programming approach [1] to optimizing click-through rate and downstream engagement metrics (e.g. a third-party reported time spent on a page), with constraints on how much click volume can be lost, is analo-
4. RESEARCH PROBLEMS

Optimization Goals of Video Advertising. Real-time Bidding enables advertisers to target their ads to specific users and cherry-pick only the impressions they deem most valuable to them. The core of our system is a bidding algorithm that computes an appropriate bid for an ad to be submitted to a webpage or mobile app that is being presented to an online user. There is a plethora of efforts in the literature eliminating the problem of bid estimation. For traditional display advertising, bid optimization can be modeled as a linear programming problem where the objective is to maximize the expected revenue and the constraint is the budget of an advertiser [3]. The bid or the cost per impression is then modeled as:

\[
bid = P(\text{outcome} | \text{user, page, ad}) \times \text{Goal},
\]

where the outcome is usually a click or conversion (i.e. direct responses, which we mentioned previously to be the main focus of display advertising) and the Goal is defined by the advertiser and indicates the monetary value of such an outcome. User and page dimensions are provided by the incoming bid request. The majority of research is focused on estimating the probability of a click or conversion. Researchers typically employ logistic regression and its variants or frequency-based features to estimate this probability [11, 15, 6, 13].

Applying the above approach directly to video advertising is not feasible. First of all, as we explained in sections 1 and 2, video advertising campaigns mainly deal with brand-recognition metrics as a priority, which are harder to assign a monetary value. Furthermore, instead of having one single goal, video advertisers typically have multiple performance metrics that can be challenging to be optimized simultaneously. Such metrics can be calculated in multiple ways, depending on the advertiser’s preferences. Popular ones include engagement rate (ER), viewability rate (VR), user reach (UR), cost per click (CPC), cost per action (CPA), and return-on-investment (ROI). Assuming we get \( T \) bid requests \( X = \{x_1, x_2, ..., x_T\} \), we can calculate the performance of a bid model \( f_A \) for advertiser \( A \) as follows:

\[
\begin{align*}
\text{ER}(f_A, X) &= \frac{\sum_{x \in \text{win}(f_A, X)} \text{complete}(A, x)}{|\text{win}(f_A, X)|}, \\
\text{VR}(f_A, X) &= \frac{\sum_{x \in \text{win}(f_A, X)} \text{viewable}(A, x)}{|\text{win}(f_A, X)|}, \\
\text{UR}(f_A, X) &= |\text{win}(f_A, X)|, \\
\text{CPC}(f_A, X) &= \frac{\sum_{x \in \text{win}(f_A, X)} \text{cost}(f_A, x)}{\sum_{x \in \text{win}(f_A, X)} \text{click}(A, x)}, \\
\text{CPA}(f_A, X) &= \frac{\sum_{x \in \text{win}(f_A, X)} \text{cost}(f_A, x)}{\sum_{x \in \text{win}(f_A, X)} \text{conv}(A, x)},
\end{align*}
\]

Above,

- \( \text{win}(f_A, X) \) denotes the set of bid requests that are won by model \( f_A \) and have been shown some impressions of \( A \), and \( |\text{win}(f_A, X)| \) is the number of impressions shown to users by advertiser \( A \),

- \( \text{complete}(A, x) \) indicates whether the impression of \( A \) on \( x \) was watched by the user for its whole duration, and \( \text{viewable}(A, x) \) indicates whether the impression of \( A \) on \( x \) is within eye-sight of the user reported by the third-party,

- \( \text{click}(A, x) \) is a binary indicator on whether the impression on \( x \) leads to a click for \( A \), and \( \text{conv}(A, x) \) indicates whether the impression on \( x \) leads to a conversion for \( A \),

- \( \text{cost}(f_A, x) \) is the amount of money spent by model \( f_A \) to win bid request \( x \), and \( \text{value}(A, x) \) is the amount of value (by the clicks and conversions performed) provided by winning bid request \( x \) to advertiser \( A \).

Optimizing Multiple Goals. Given advertiser \( A \) with budget \( B \) and optimization goals \( \{\phi_1, \phi_2, ..., \phi_L\} \) where each element is one of the metrics defined in Equation 2, our ultimate objective can be formulated as in the following:

**Definition 1.** The video bidding optimization algorithm tries to search for a model \( f \) that calculates and submits bids for requests \( X = \{x_1, x_2, ..., x_T\} \) for advertiser \( A \), so that

\[
\max_{f: \mathbb{R}^L \rightarrow \mathbb{R}} \langle \phi_1(f, X), \phi_2(f, X), ..., \phi_L(f, X) \rangle \\
\text{s.t. } f(x_t) \geq 0, \quad \forall 1 \leq t \leq T, \\
\sum_{x \in \text{win}(f, X)} \text{cost}(f, x) \leq B.
\]

In other words, given the constraints on budget and inventory, we seek an optimal bidding strategy to maximize multiple returns for our customers.

**Definition 2.** A bid model \( f \) is sound if it satisfies both budget and inventory constraints; a sound model \( f^1: \mathbb{R} \rightarrow \mathbb{R} \) dominates another sound model \( f^2: \mathbb{R} \rightarrow \mathbb{R} \) if

\[
\phi_l(f_1, X) > \phi_l(f_2, X) \quad \forall 1 \leq l \leq L,
\]

A sound model \( f^* \) is utopian if \( f^* \) dominates any other sound model \( f \).

In most cases, given the optimization goals \( \{\phi_1, \phi_2, ..., \phi_L\} \), it is infeasible to find a utopian bidding model for the advertiser. For example, assume advertiser \( A \) wants to optimize both the click rate and the engagement rate. It is clear that they can be contradictory to each other: to maximize clicks, we want to make the ads as eye-catching as possible; however, once the ads get attention, it is inevitable that some users will skip the video play. On the other hand, the video ads could finish without skipping (100% engagement event) if they are invisible but in such cases the click rate will be hurt.

Since utopian bidding models rarely exist for video advertising, searching for appropriate models is not as straightforward as for the conventional optimization problems of
display advertising. In some cases, the advertiser is neutral about the priority of optimization goals and does not require an absolute ranking order. We can then search for the optimal bidding model by formulating a single-objective optimization problem such that the optimal solution to the single-objective optimization problem cannot be dominated by any sound model of the multi-objective optimization problem. This can be achieved by proper scalarization of the objectives:

\[
\max_{f \in \mathbb{R}} w_1 \cdot \phi_1(f, X) + w_2 \cdot \phi_2(f, X) + \ldots + w_L \cdot \phi_L(f, X)
\]

\[
s.t. \quad f(x_i) \geq 0, \quad \forall 1 \leq t \leq T, \quad \sum_{x \in \text{win}(f, X)} \text{cost}(f, x) \leq B,
\]

(4)

Here, \(w_i\) is the advertiser’s preferences for different optimization goals. By choosing different parameters for the scalarization, we can produce bidding models with emphases on different goals. However, in many cases the above scalarization approach is not applicable due to two reasons: first, many advertisers have sufficient preference and the optimization goals can be ranked in the order of importance; second, the choice of weight \(w_i\) has a significant impact on the generated bidding model and it is not straightforward for advertisers to choose weighting parameters that make the most sense to them.

In this paper, we focus on the case where an advertiser’s optimization goals can be ranked in order of importance. Let’s assume, without loss of generality, that the performance goals are in an order of importance so that \(\phi_1\) is the most important and \(\phi_L\) is the least important to the advertiser. Then searching for the optimal bidding models becomes solving a sequence of \(L\) single-objective optimization problems of the form

\[
\max_{f \in \mathbb{R}} \phi_l(f, X)
\]

\[
s.t. \quad \phi_j(f, X) \geq y_j^l, \quad \forall 1 \leq j \leq l - 1, \quad f(x_i) \geq 0, \quad \forall 1 \leq t \leq T, \quad \sum_{x \in \text{win}(f, X)} \text{cost}(f, x) \leq B,
\]

(5)

where \(y_j^l\) is the optimal performance value of the \(l\)th problem with \(l = j\). In other words, in each iteration we estimate the optimal performance value and use it as the constraint in the next iteration. Let us give an example to make this optimization scheme clearer - suppose we solve the optimization problem for the first objective, and we find \(f_1\) which gives the optimal \(\phi_1(f_1, X) = y_1^1\). Then, in the next iteration, we will find the best \(f_2\) to optimize \(\phi_2(f_2, X) = y_2^1\), such that \(f_2\) also satisfies \(\phi_1(f_2, X) \geq \phi_1(f_1, X) = y_1^1\). We obtain the final bidding model after the \(L\)th problem is solved. Please note that this optimization scheme only makes sense if the function \(f_i\) we find in each iteration is not unique; otherwise we will not update the solution for the rest of the iterations (no other \(f\) will be feasible for any other iterations). Practically, the nonuniqueness of bidding models \(f_i\) could be realized as a quasi-random (with respect to optimization goals \(\phi_{1,1}, \phi_{1,2}, \text{etc}\) choice of the bidding opportunities in which the ad actually participates when the budget could be satisfied by bidding on a fraction of the available to a bidding opportunity.

In this paper, we will discuss how to approximately solve the above problem and calculate the bidding model for video advertising when an advertiser’s optimization goals are strictly ranked in order of importance.

**Special Case of Dual Goals.** In general, the most important goal of display advertising is to acquire as many clicks/actions as possible. It is different for online video advertising: like traditional TV advertising, its major purpose is branding – utilizing video impressions to create a differentiated name and image of products in order to establish a presence in the consumer’s mind, hence attracting and retaining customers. To achieve this, advertisers usually want to maximize user reach (UR) and deliver as many impressions as possible. Besides maximizing user reach, video advertisers also tend to want a secondary performance goal, which can further indicate brand-recognition, such as engagement rate (ER) and viewability rate (VR). Although less common, as aforementioned, some advertisers do value direct response metrics in video advertising, such as cost per click (CPC) and cost per action (CPA). Thus, the most common case for optimizing video advertising has dual goals: one is UR and another is ER/VR/CPC/CPA.

As an emerging media, the winning price of video advertising impressions is usually high and predictable [23]. Given that an advertiser’s budget is limited, maximizing impressions is then equivalent to spending all of the available budget. From this it follows that the optimization problem of dual goals given in (5) can be formulated as:

\[
\max_{f \in \mathbb{R}} \phi(f, X)
\]

\[
s.t. \quad f(x_i) \geq 0, \quad \forall 1 \leq t \leq T, \quad \sum_{x \in \text{win}(f, X)} \text{cost}(f, x) = B,
\]

(6)

Here, \(\phi\) is the secondary (after UR) metric of importance, which are VR, ER, CPC, or CPA. The bidding model needs to spend the entire budget to ensure maximum audience reach. However, solving the above problem directly is challenging: first of all, the expected value for a bid request \((x_i)\) is hard to forecast, especially for a newly created ad; second, the huge size of bid request patterns, as well as the real-time nature (as we do not have a global view of the bid requests, and these come in a sequence) of online advertising, makes direct search prohibitively expensive. It is necessary to adopt an efficient approximate solution, which we will introduce in the next section. Our methodology relies on a feedback mechanism that constantly changes the manner with which we optimize the secondary goal, based on the current status of the UR satisfaction (since this is our first priority).

5. METHODOLOGY

In order to improve both user reach and other performance metrics (e.g. viewability rate, engagement rate, CPC, or CPA), we adopt an approximation of the sequential goal optimization. Within this approach, advertisers are allowed to set different priorities for different metric goals. The goal with the highest priority is always assigned to the user reach, hence our algorithm first tries to satisfy the user reach goal (in terms of budget to be delivered). Once we estimate that the primary goal can be satisfied, the algorithm tries to improve the second priority goal (e.g. viewability rate), and this process keeps iterating until we find a balance point where the goals are optimized. In each step, the algorithm
tries to adjust the bidding model while keeping the higher priority goal satisfied. Such adjustments end when the metric with lower priority cannot be improved without trading-off the metric with higher priority.

5.1 Framework of Dual Optimization

As discussed above, we first focus on the case of dual goals and later describe case with more then two goals. Our approach to solving the dual optimization problem can be considered as a special case of reinforcement learning [21]: the bidding model makes a bid based on the system dynamics, hoping to achieve optimal rewards; based on the received feedback, we might need to constantly adjust the bidding model. It is a continuous evolutionary process in the Markovian environment. Like other reinforcement learning problems, we rely on accurate modeling of the environment to improve the secondary goal of a campaign while optimizing the primary goal. Having such models allows the system to generate virtual experience and predict the consequences of actions before they are taken. Our models of the world consist of two components:

- **Estimation of Impression Need** $\beta$, which is a numerical value between 0 and 1, where the larger value indicates more desire for impressions. We take the historical bid traffic and win rate as input to calculate the delivery expectation in real-time for the campaign. Such signals enable the platform to understand how well the acquisition of impressions goes.

- **Estimation of Goal Metric** $\phi$, which maps each perceived <BidRequest, Bid> pair to a single number, a reward, indicating the intrinsic desirability of the bid. We apply machine learning algorithms on historical bidding data in order to train hierarchical prediction models [11].

Impression Need $\beta$ for a campaign indicates its user reach satisfaction, and our system then cherry-picks bids according to their expected performance for $\phi$. Here, we give an illustrative example before the formal explanation of our algorithm. Suppose that the advertiser sets the primary campaign goal to be user reach (UR), and the secondary goal to be viewability rate (VR). As we noted above, the user reach goal will be satisfied if Impression Need $\beta < 1$ (ideally, $\beta \ll 1$). The viewability rate goal is satisfied by introducing a dynamic filtering threshold for the viewability rate, $\theta_v$. For each bid request, the website and user information is extracted from the bid request parameters, and expected viewability rate $\phi_v$ is estimated for the qualified campaign utilizing the <ad, website, user> combination. The campaign will not submit a bid for the request if $\phi_v < \theta_v$.

The framework for calculating the dynamic filtering threshold $\theta$ is given in Algorithm 1, which performs the secondary goal optimization, while satisfying the primary goal of user reach. For every campaign, $\theta$ is calculated periodically in real-time together with $\beta$. We start with a conservative $\theta$ at the beginning of the campaign to give it a boost in spending. After a new $\beta$ is calculated for a given campaign, the $\theta$ increases accordingly if $\beta$ is in the comfortable delivery mode region, and decreases if $\beta$ is in the risky delivery mode region, and does not change otherwise. These regions (the function $\text{classify}$ in Algorithm 1) are calculated based on the hypothesis checking for upper and lower limits for each region. If the user reach or delivery situation is constantly good ($\beta$ is in the comfortable delivery region), then the secondary goal is improved in a methodical manner by consistently increasing the threshold.

5.2 Estimating Impression Need

We need a proxy variable in real-time to evaluate how well we are satisfying the user reach goals, which is our first priority, of a campaign. Before explaining the design of Impression Need, we would like to first explain the life cycle for a bid request, which ends in an advertisement shown (which is the ‘impression’ event) to the user. When a Real-Time Bid exchange (RTB exchange, which is a part of the SSP component of the online advertising ecosystem) sends a bid request to the DSP, several campaigns are usually qualified (through passing targeting criteria set by the advertisers) for bidding. These campaigns participate in an internal auction performed by the DSP, where they are evaluated based on multiple criteria set by the advertisers, and the advertisement belonging to the campaign with the highest score (for CPA or CPC campaigns this score is proportional to the value returned by Equation 1) is sent (together with the bid price in the bid response) back from the DSP. The bid responses sent to the RTB exchange by several DSP’s participate in the RTB Exchange’s auction (which is usually second price), where the ad with the highest bid wins the auction and is served to the online user.

Usually advertisers want their campaign budgets to be delivered fully with more or less steady pacing within a day (similar amounts of user reach achieved for different periods of the day) [10]. In such a case, in order to ensure steady pacing of the budget, the campaign only participates in the RTB Exchange’s auction (which is usually second price) at time period $t + 1$ based on “ideal” pacing of the remaining daily budget, the amount of user reach (hence budget spent) in the previous time interval, and traffic:

$$
\beta_{t+1} \propto \beta_t \frac{B_{t+1}}{B_t} \frac{\text{WinRate}(t)}{\text{WinRate}(t+1)}
$$

where $B_{t+1}$ is the budget to be spent at $t + 1$, $B_t$ is the spending at $t$, $\text{BidRequest}(t)$ is the number of bid requests (we calculate $\text{BidRequest}(t+1)$, i.e. number of bid requests

---

**Algorithm 1: Optimization of Dual Goals**

**Input:** $\theta$: Current threshold for the secondary goal

**Output:** $\theta'$: New threshold for the secondary goal

1. $\beta \leftarrow \text{calculate Impression Need}$
2. $\text{status} = \text{classify}(\beta)$
3. $\Delta \leftarrow \text{calculate the moving step based on } \beta$
4. If $\text{status is Comfortable Delivery}$ then
   5. $\theta' = \theta + \Delta$
   6. else if $\text{status is Risky Delivery}$ then
   7. $\theta' = \theta - \Delta$
   8. else
   9. $\theta' = \theta$
10. $\theta' = \min(1, \max(\theta', 0))$
11. return $\theta'$
that is predicted to be achieved in time $t+1$, using historical data) and $WinRate$ is the average probability of winning a bid. Impression Need, $\beta$, can be applied to ensure smooth budget pacing within a day while finishing the daily budget by the end of the day (this would indeed qualify as satisfying the user reach, UR, as explained in § 4). The case when $\beta \leq 1$ indicates a good delivery situation (i.e. the campaign participates in only a very small fraction of qualified internal DSP auctions, because it is comfortably satisfying its UR constraint), and the case when $\beta \approx 1$ (the campaign participates in all qualified internal auctions) indicates a poor delivery situation, when the campaign has the risk of not satisfying budget constraints in (5) and (6).

5.3 Improving Brand Recognition

Please note that the framework given in Algorithm 1 improves the secondary goal if and only if we have a comfortable delivery pattern for the campaign. When the campaign struggles to attain its delivery or user reach goals, we need a methodical way to increase the bids for the campaign, since higher bid amounts increase a campaign’s chances of winning the RTB exchange’s auctions.

**Lemma 1.** When the budget is not fully spent, higher bid prices will obtain more impressions.

**Proof.** Real-time bidding follows a second price auction mechanism, therefore increasing the bid prices would not affect our cost on those impressions that had been acquired before. On the other hand, given higher bid prices, some bids that we lost before could have been won.

This in a way causes the campaign to pay higher than its expected value for each impression; however, it also helps the campaign to satisfy its primary goal, which is user reach. There is clearly a trade-off between the primary and secondary goals of a campaign. In this case, our proposed approach calculates the bid ($b$) (for the bid request that this campaign qualifies for) as a function of three parameters, $\phi_v$, $\theta_v$, and the maximum average bid price specified by the advertiser, $b_m$:

$$b = f(b_m, \phi_v, \theta_v),$$

where $b_m$ is provided for a campaign when the advertiser does not want to pay more than $b_m$ per served impression on average.

For proprietary reasons and company policy, we are not able to give the exact details of the function $f$; however, in general, $f(b_m, \phi_v, \theta_v)$ monotonically increases with increasing $\phi_v$ or $b_m$. We would like to emphasize here that this function $f(b_m, \phi_v, \theta_v)$ is used for brand-recognition metrics (e.g. viewability and engagements) when there is no trivial way to assign a monetary value for the events seen.

We utilize the threshold $\theta_v$ as the parameter that describes current delivery situation, instead of Impression Need, $\beta$, in $f$. This is due to the statistical nature of Impression Need which is caused by the internet traffic. We have observed that $\beta$ could fluctuate in a broad range within a day, while the threshold $\theta_v$ incrementally changes with time and therefore has a more smooth behavior that reflects the delivery trends at a larger time scale.

An illustrative example of $f$ is shown in Figure 3. In a comfortable delivery situation ($\theta_v > 0$), the bidding function $f(b_m, \phi_v, \theta_v)$ decreases in the region of small and intermediate $\phi_v$, therefore shifting the average in-view rate to higher values for won impressions. This has a similar effect of cherry-picking bid requests with predicted high viewability. In risky delivery situations ($\theta_v \approx 0$), the function $f(b_m, \phi_v, \theta_v)$ increases in the region of small and intermediate $\phi_v$, and eventually, at $\theta_v = 0$ reaches maximum value of $b_m$ for $\phi_v = 0$. Please note that $f(b_m, \phi_v, \theta_v \approx 0)$ still increases for increasing $\phi_v$, hence improving the secondary goal of the campaign. Such behavior reflects the fact that the advertiser’s primary goal is user reach or delivery, and if delivery is bad, the bidding function should be as high as possible (restricted only by maximum average bid price), even for bid-requests with a small probability of success. Note that for $\phi_v > 0$, the bidding function could be larger than $b_m$ only if the average price per impression for the given campaign over several days is less than $b_m$, hence we have some relaxation in bidding.

In the above example, the secondary goal is completely ignored (bid is simply $b = b_m$) if the campaign has extremely tight targeting and therefore the delivery goal is hard to satisfy ($\beta = 1$ and therefore $\theta_v \approx 0$) and also if the average price per impression in last several days is close to the limit of $b_m$. On the other hand, if delivery is good ($\beta < 1$), the secondary goal is fully considered and $\theta_v$ approaches the maximum possible value (constrained by delivery staying in a neutral region), hence cherry-picking good bid requests to improve the secondary goal.

5.4 Improving Direct Response

Note that the bid function $f$ described in the previous subsection is for brand recognition metrics (i.e. viewability and engagement). This approach significantly differs from the bid function for conventional CPC or CPA optimization goal types. For these goal types, the advertiser sets the maximum average bid price, $b_m$, as well as the dollar goal value, $Goal$, which indicates the monetary value each click or action is worth. In such a case, due to the second price nature of RTB exchange auctions, the optimal strategy is to bid as shown in Equation 1. We can still use the methodology given in § 5.1 to receive more clicks and conversions per ad shown to online users by a campaign. However, modification of the shape of the bidding function of Equation 1 is suboptimal since it may either reduce the return on investment (ROI) below 100% in the case of bidding higher than optimal, or lead to possible underdelivery (user reach goal is not satisfied) in the case of bidding lower than optimal.
In the case of the viewability or engagement goal types, there is no monetary goal value assigned to a view or an engagement event, and therefore there is no consistent ROI definition. This means that we can utilize different shapes of the bidding function due to what the advertiser may prefer to optimize towards - higher delivery or higher performance. The extreme case of the delivery optimization bidding function is the constant bidding function, \( b = b_m \), whereas the extreme case of the performance optimization bidding function is a function that is very small in the region of small and intermediate \( \phi_v \), and increases only in the region of large probabilities of success, \( \phi_v \approx 1 \).

As we detailed in § 5.3, based on the current delivery situation (described by the dynamic filtering threshold \( \theta_v \)), our bidding function dynamically changes in a range - from a constant bidding strategy, i.e. \( b = b_m \), in the case of bad delivery, to the secondary goal optimizing bidding strategy in the case of good delivery. As we will demonstrate in the experiments section, this dynamic bidding approach turns out to give a better combination of delivery and performance compared to static bidding functions that are set towards the optimization of either delivery or performance.

5.5 Beyond Dual Goals

Currently we implemented the above goal optimization algorithm with only first and second priority goals. The expansion to larger than two goals makes sense only if the targeting criteria set by the advertiser for a campaign is loose enough compared to its budget (user reach or delivery goal), therefore enough inventory is available for the campaign to enable optimization of more than two goals. While this is an open problem, we will sketch here an idea which may indeed help with optimizing towards multiple goals while the user reach constraint is achieved.

In the case of more than two optimization goals, we believe that the bidding function should be chosen based on the second priority goal. If the second priority goal is viewability or engagement, then the bidding function from Equation 8 is used. If the secondary goal is a direct response metric such as CPC or CPA, then the bidding function of Equation 8 is used with dynamic thresholding for click-through rate, \( \theta_c \) or conversion rate, \( \theta_v \). After the second priority goal is improved, i.e. if we have high values of \( \theta_2 \), we can utilize Impression Need \( \beta \) to optimize towards the next priority goals by utilizing \( \theta_i \) where \( i > 2 \). (Here \( \theta_i \) is the dynamic threshold for goal \( i \).) At any time period when Impression Need enters a risky delivery region, the thresholds for the lower priority goals should be reduced first until the comfortable delivery region is reached, obeying the goal priorities set by the advertiser.

Practically, the system should estimate some maximum threshold set, \( \theta_i < 1 \), such that achieving \( \theta_i \approx 1 \) will be considered as satisfaction of the goal \( i \). This allows the system to progress to the next optimization goal. Indeed, for dual-goal optimization with set \( \theta_2 \), then \( \theta_2 = \theta_2 \) and \( \beta << 1 \) could be the final equilibrium state for well-spending campaigns, while without \( \theta_2 \), \( \theta_2 \) will increase until reaching the limit of \( \theta_2 \approx 1 \) while \( \beta \) being still in comfortable delivery zone (but not \( \beta << 1 \) anymore).

6. EXPERIMENTAL RESULTS

In this section, we will present some preliminary results on real-world campaigns that employ the filtering and bidding methodologies listed in § 5. In Figure 4, we demonstrate the delivery and viewability rate for three models: (i) dynamic model, (ii) static performance model, and (iii) static delivery model. Among these, the dynamic model is the sequential goal optimization scheme described in § 5, where the primary goal is delivery and secondary goal is the viewability rate. The bidding function of this model is dynamically adjusted based on the current delivery situation (which is approximated by the proxy variable \( \theta_v \), viewability rate filtering threshold). The two static models given in the figure are the viewability optimization models that are similar to the dynamic model in all aspects (i.e. they have the same mechanism for the cherry-picking of bid requests with threshold \( \theta_v \) as the dynamic model) except that the bidding function is static, hence it does not depend on \( \theta_v \) (bids do not change with the current delivery situation, i.e. how well we are on track to satisfy the delivery or user reach constraint). The static performance model has a bidding function which is optimized for higher performance (we only bid high when the predicted viewability rate is significantly high), while the static delivery model has a bidding function which is optimized for higher delivery (aims for delivery by bidding higher even for bid requests with low estimated viewability). The bidding function of the static performance model can be given as \( f_p(b_m, \phi_v) = f(b_m, \phi_v; \theta = 1) \) (from § 5). The bidding function of the static delivery model, \( f_d(b_m, \phi_v) \), has larger values than \( f_p(b_m, \phi_v) \) in the region of small and intermediate \( \phi_v \) (while still \( f_d(b_m, \phi_v = 0) = f_p(b_m, \phi_v = 0) = 0 \), but these functions have similar values in the region of large \( \phi_v \).

The dynamic and the two static models were run for the same campaign and the same daily budget during an 11-day period within 2015 (we replicated all the properties of these campaigns, such as targeting, while only tweaking the bidding strategy). We applied a tight targeting constraint on all the campaigns for the first five days to study the performance of all the listed models in a potentially risky delivery situation. In the last six days, a loose targeting tactic has been applied to the campaigns to see the outcome of the models in a comfortable delivery setting. It can be observed from Figure 4(a) that in the first five days, the delivery of the dynamic model is better than both of the static models*. In the tight targeting situation, the dynamic model fully delivers its daily budget while the static delivery model delivers about 80% of its daily budget, and the static performance model delivers less than 30%. While it seems counter-intuitive to see the dynamic model deliver better than the static delivery model, this behavior is expected due to the utilized bidding functions. The dynamic model bids higher (especially in the region of small \( \phi_v \) than both of the static models in a bad delivery situation. Figure 4(b) shows viewability rate for the three models, where we can observe that the dynamic bidding model performs nearly as good as the static performance model. In summary, it is apparent that the dynamic model spends better than both the static models (and, in particular, much better

* Please note that due to the company’s privacy policy, we have applied a normalizing factor to all the results presented in this section. The Delivery axis in the graphs represents the monetary amount spent on bid requests by each of the campaigns, which is limited by their daily budget.
Figure 4: Delivery and viewability rate of the dynamic and static models applied to the same campaign with the same daily budget for 11 days. For the first 5 days, tight targeting has been applied on the campaign, and for the last 6 days, loose targeting has been applied.

than the static performance model) and provides a viewability rate very close to the static performance model in the tight targeting case.

If we examine the results from the last six days when the loose targeting criteria were applied to the campaigns, we can see from Figure 4(a) that all three campaigns performed in a very similar manner. This is a consequence of the fact that, in a comfortable delivery situation, the filtering threshold $\theta_v$ is high and all three models only bid on bid-requests with large $v$. Since the bidding functions of all three models behave similarly in the region of large $v$, the delivery and viewability rates of all three models are similar.

We present the delivery as well as the engagement rates of the dynamic model and the baseline static engagement model (which does not adjust its bid values, but rather only applies filtering through $\theta_e$, i.e. engagement rate filtering threshold) in Figure 5 for a 7-day period within 2015. Again, we replicated the same campaign with the same daily budget, where only the bidding functions differ. The primary goal of the dynamic model is delivery, and the secondary goal is the engagement rate. The bidding function of the dynamic model is similar to the bidding function of the static model for intermediate and large values of $\phi_e$ (predicted engagement rate for a bid request). In the region of small $\phi_e$, the bidding functions differ. In particular, similar to the viewability case, the bidding function of the dynamic model is equal to $b_{\text{min}}$ in the limit of $\theta_e = 0$ and $\phi_e = 0$, while the bidding function of the static model (which is independent of $\theta_e$) is equal to 0 in the limit of $\phi_e = 0$.

For the engagement model evaluation campaigns, we applied three days of tight targeting, and four days of loose targeting, to see the effects of both comfortable and risky delivery situations. Since the targeting criteria applied to the identical campaigns were extremely tight during the first three days, both models could not satisfy their daily budget, yet the dynamic model still delivered twice as much advertising budget due to bidding higher on bid-requests with small $\phi_e$. During the last four days, when looser targeting criteria had been applied to the campaigns, both models spent their daily budget and showed similar engagement rates. We can observe from Figure 5(b) that engagement rates stayed pretty much the same during the whole seven days, includ-
ing the tight targeting period. This shows that the engagement rate for the user set reached by the campaigns was quite homogeneous, and further demonstrates that even by increasing the bid values and delivering higher amounts of budget, the dynamic model indeed did not hurt performance in terms of engagement rate.

7. CONCLUSIONS AND FUTURE WORK

In this paper, we focused on the recently popularized domain of online video advertising. We listed the challenges and peculiarities related to video advertising which are inherently different compared to the more traditional banner display advertising approach. We also proposed a multi-objective optimization scheme for online video campaigns, which has a compelling theoretical foundation in its problem definition but is also quite challenging to implement considering the real-time nature of online advertising. We presented a methodology to approximately perform this joint optimization, and demonstrated via real-world experiments that the proposed framework improves delivery and brand recognition metrics, such as viewability and engagement rates for video campaigns. To the best of our knowledge, this is the first work to examine the difficulties that arise due to the nature of online video advertising and present ways to improve advertiser metrics specific to online video campaigns.

As mentioned in the introduction of our methodology, the first future work we would like to propose is extending the number of prioritized goals as opposed to the dual-objective optimization we focused on in this paper. We have presented an initial idea on this work, but nevertheless, this is an interesting direction to follow. Furthermore, we did not perform a deep-dive into the problem of predicting viewability or engagement rates of bid requests for video campaigns. It is our belief that the effective methods to be applied for this purpose could prove to be radically different compared to the previous efforts in literature on click and conversion estimation, and would be an exciting subject to pursue.
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