ABSTRACT
In this paper, we propose a novel method for distributing the distance computations of record pairs generated by a blocking mechanism to the reduce tasks of a Map/Reduce system. The proposed solutions in the literature analyze the blocks and then construct a profile, which contains the number of record pairs in each block. However, this deterministic process, including all its variants, might incur considerable overhead given massive data sets. In contrast, our method utilizes two Map/Reduce jobs where the first job formulates the record pairs while the second job distributes these pairs to the reduce tasks, which perform the distance computations, using repetitive allocation rounds. In each such round, we utilize all the available reduce tasks on a random basis by generating permutations of their indexes. A series of experiments demonstrate an almost-equal distribution of the record pairs, or equivalently of the distance computations, to the reduce tasks, which makes our method a simple, yet efficient, solution for applying a blocking mechanism given massive data sets.

1. INTRODUCTION
The process of merging disparate data sets in order to identify records that refer to the same real world entity is known as the record linkage, or the entity resolution, or the data matching problem [2]. Basically, record linkage consists of two steps, namely the searching/blocking step and the matching step. In the first step, potentially matched pairs are formulated while in the second step these pairs are compared. For example, the standard blocking mechanism [3], which has been used extensively in the last decades, inserts all records that exhibit the same value in a chosen field(s) (attribute) into the same block. During the second step, the record pairs formulated are compared by using a metric to determine their distance. Thus, during the reduce phase, record pairs consisting of the blocking key as the key and the record pair as a matched pair or as a non-matched pair.

Due to the fact that distance computations are expensive, the solutions proposed for the searching step focus on minimizing the number of record pairs that are brought together for comparison. By doing so, the time required for the two steps, described above, is reduced significantly since a large amount of non-matched records pairs, which entail useless distance computations, are not considered for comparison. These solutions (see a detailed survey in [3]), though effective for data sets of small or moderate size, exhibit a considerable overhead in terms of performance when applied to massive data sets. Exactly for this reason, one can enable a scalable solution for the blocking mechanism applied by utilizing a Map/Reduce system.

Generally speaking, Map/Reduce is a framework for performing parallel computations on a massive data set by using a large number of compute nodes. A Map/Reduce system consists of two main phases. The first is the map phase where the corresponding tasks take as input a set of data which is broken down into key/value tuples. Next, those tuples are forwarded to the tasks of the reduce phase where the tuples are aggregated by the same key. Then, summary operations are usually performed using the aggregated values of each key. As the sequence of the name Map/Reduce implies, the reduce phase is always performed after the map phase. Adjusting this model to the blocking step of record linkage, one can say that a key/value tuple consists of the blocking key as the key and the record as the value. Thus, during the reduce phase, record pairs are formulated by the aggregated records in each block and their corresponding distances are computed. All tuples, aggregated by a blocking key, are forwarded to a certain reduce task chosen (e.g., randomly or by hashing the blocking key) by the Map/Reduce system. This actually means that although each reduce task may have received record pairs corresponding to a certain number of blocks, being equal for all the reduce tasks, the actual load processed by each task, which is the volume of the distance computations, may exhibit large variations. As a result, some reduce tasks are overloaded by a large number of tuples and at the same time some others are underutilized due to the much smaller number of tuples forwarded. By assuming the standard blocking mechanism with the LastName field as the blocking key, values such as “Smith”, “Johnson”, or “Williams” will formulate overpopulated blocks while at the same time there will be blocks corresponding to less frequent values. This imbalance problem is known as the data skew issue of the reduce phase, which has as a consequence the poor utilization of computational resources such as space and time consumption.

In this paper, we propose a solution for the fair distribution of distance computations, which can be considered as the
load in the record linkage context, by using a Map/Reduce system. Our method utilizes two Map/Reduce jobs where the output of the first job is used as the input to the second job. During the first job, record pairs are formulated by applying a blocking mechanism while in the second job we distribute these pairs to the available reduce tasks for performing the distance computations. The distribution occurs by using these reduce tasks repetitively in allocation rounds. In each round, each record pair is assigned an index which represents a reduce task and is chosen randomly and uniformly. Then, each record pair is forwarded to the reduce task specified by that index so that the corresponding distance computation can be performed. This index is not used again until all indexes in the current round are exhausted. At that point, a new allocation round of record pairs to the reduce tasks begins. We provide both a theoretical analysis and a variety of experimental results that illustrate the efficiency of our scheme in minimizing the data skew in the Map/Reduce framework during the distance computations of record pairs formulated by a blocking mechanism.

The structure of the paper is organized as follows. Related work is described in Section 2. An outline of the processing tasks, which compose a Map/Reduce job, is given in Section 3 as well as we describe the data skew issue which is responsible for the imbalance problems in Map/Reduce. Our method is illustrated in Section 4 along with a theoretical analysis. Experimental results, including comparisons to other state-of-the-art methods, are presented in Section 5. Conclusions and ideas for future extensions are discussed in Section 6.

2. RELATED WORK

The Map/Reduce paradigm has been extensively used as a scalable tool for performing similarity joins in massive data sets. For example, Vernica et al. [13] present a framework of answering set similarity join queries in parallel by partitioning the data across nodes in order to balance the workload and minimize the need for replication. Blanas et al. in [1] demonstrate the performance of several join algorithms while in [9], Okcan and Riedewald implement arbitrary joins by using a single Map/Reduce job. They perform an analysis by sampling records in order to derive input statistics and minimize the job’s completion time. Especially in record linkage, the proposed solutions, which focus on the reduce phase data skew issue, employ a deterministic approach by running a separate Map/Reduce job that performs an analysis of block cardinalities on the considered data sets. This analysis is summarized in terms of a profiling data structure which could be materialized by a matrix utilized by the subsequent Map/Reduce jobs that perform the blocking and the matching step.

Authors in [7] calculate block cardinalities and store them in a matrix which is then shared by the subsequent Map/Reduce jobs. However, this method falls short during the matrix construction step given massive data sets. A scalable solution is presented in [14] where two low-memory consumption algorithms use block cardinality estimations provided by a sketch [4] in order to distribute the load accordingly. One of these algorithms is evaluated in Section 4.

SkewTune presented in [8] is an innovative solution for the reduce phase skew issue and works as follows. Whenever a node in the cluster is identified as idle, the task with the greatest expected remaining processing time is chosen and its unprocessed input data is redistributed so that all nodes are fully utilized. This redistribution might incur considerable latency especially in cases where large chunks of data should be relocated. In [6], authors propose a strategy for de-duplicating a redundant blocking mechanism, based on the Locality-Sensitive Hashing technique [5], by utilizing two Map/Reduce jobs. The first job formulates the record pairs while the second one eliminates the duplicate pairs.

3. PROBLEM FORMULATION

For illustration purposes and without loss of generality, we assume that two data custodians, namely Alice and Bob, are about to merge their data sets, A and B respectively, in order to find similar records which might represent common entities. We also assume a trusted third party, namely Charlie, who offers linkage services by utilizing a robust computational infrastructure which is capable of handling massive data sets. The data custodians submit to Charlie these data sets, which follow a common schema, and assign to him the task of identifying the matched record pairs.

Charlie, in order to avoid comparing each record of A with each record of B (A × B), generates record pairs by applying the standard blocking mechanism as follows. A blocking key for each record is specified as the value of a chosen field, or fields, of the common schema. All records that exhibit the same blocking key value are inserted into the same block. The record pairs formulated within each block are compared in order to determine their distance. However, when we deal with massive data sets these record pairs could be in the order of millions or billions. For this reason, Charlie maintains a cluster of commodity hardware with a distributed file system that runs on top of it in order to leverage scalability of the required computations. The data sets are segmented by the distributed file system into equal subsets which are then distributed to the compute nodes of the cluster.

During processing, specialized tasks run on each node that perform computations by using only the local subset of records on each node. By assuming N compute nodes, the data sets A and B are segmented into N subsets which are distributed to the compute nodes. We have to note, that each such subset consists of records of both data sets A and B. On each node, a task is initiated, that is Mi, which uses for each record the value of the blocking key K and forms a tuple \(<K, V>\) where V could be the record itself or an Id that references this record. Then, on each node a task denoted by Pi, receives as input the output of the local Mi, which is a volume of \(<K, V>\) tuples, and for each tuple it generates an integer value according to the key K. This integer value represents the task of the following phase to which this tuple should be forwarded. Therefore, pairs exhibiting the same key K will be forwarded to the same task. Finally, this latter family of tasks receive the forwarded pairs, aggregate those pairs which exhibit the same K, and then perform the distance computations. All these tasks run in three distinct phases and they are coordinated by the Map/Reduce system.

\[\text{Id} \]

The \text{Id} field plays the role of an identifier for uniquely identifying each record in a data set. Therefore, records could be retrieved by a distributed database running together with a Map/Reduce system such as Apache HBase.

http://hbase.apache.org/
as summarized below.

i **Map phase.** Each map task $M_i$, where $i = 0, \ldots, N_M - 1$ by assuming $N_M$ map tasks in total, builds the blocking key $K$ of each record at hand and emits it to the partitioner task along with value $V$ which is the Id of the corresponding record. This tuple is denoted by $<K, V>$.

ii **Distribution of keys.** The partitioner tasks $P_S$, where a $P_i$ corresponds to an $M_i$, control the distribution of each $<K, V>$ tuple to the reduce tasks. Tuples with the same key will be forwarded to a single reduce task. An efficient partitioning has as a result the least possible idle time for each reduce task.

iii **Reduce phase.** Each reduce task $R_j$, where $j = 0, \ldots, N_R - 1$ by assuming $N_R$ reduce tasks in total, processes its load of $<K, |V|>$ tuples distributed to it by the $P_S$. The notation $|V|$ denotes the vector of values aggregated for this blocking key $K$.

This workflow constitutes a Map/Reduce job, denoted by $J$. Complex computational problems though cannot be solved by a single job instead should be broken down into simpler subproblems where each subproblem should correspond to an individual job. Thus, a pipeline of chain jobs is executed where the output of a job is used as the input to the next job in line.

Tasks in each phase run independently and by no means do they communicate with one another. Although, this independence makes the whole system quite robust, because the failure of a task does not affect the execution of the other tasks, the distribution of load by the $P_S$ to the $R_j$s becomes a non-trivial issue. By taking into account that (a) the number of the formulated record pairs in certain blocks may be excessively large and (b) the independence of each $R_j$, we will end up with some $R_j$s, which will receive the load of the overpopulated blocks and will dominate the matching step, and a number of underutilized $R_j$s with much fewer records forward. This imbalance is commonly known as the data skew issue of the reduce phase and results in severe performance degradation of the record linkage process.

4. **A PERMUTATION-BASED LOAD-BALANCING METHOD**

Our Permutation-Based Load-Balancing method (PBLB) utilizes two Map/Reduce jobs, namely $J_1$ and $J_2$. Job $J_1$ formulates the Id pairs as described in Section 3 while the second job $J_2$, which is executed after $J_1$ has been completed, distributes almost equally these pairs to the $R_j$s, which perform the corresponding distance computations. The $M_i$s of $J_1$ create a $<K_1, V_1>$ tuple from each record, where $K_1$ is the blocking key value and $V_1$ is the value of the Id field of that record. All tuples associated with a certain value of $K_1$ are forwarded to a single $R_j$ by using a simple hash mechanism which will be explained in Section 4. Then, each $R_j$ formulates Id pairs by using those tuples which belong to different data sets. The output of each $R_j$ of $J_1$, which is a volume of Id pairs each denoted by $W_i$ ($w_i = |W_i|$), is used as the input to the $M_i$s of $J_2$. Each such $M_i$, for each pair of $W_i$ formulates a $<K_2, V_2>$ tuple where $K_2$ holds the pair of Id values and $V_2$ represents the index of the $R_j$ to which this pair will be forwarded. The choice for the value of $V_2$ occurs on a random basis in repetitive allocation rounds as follows. For each pair, we pick randomly, uniformly, and without replacement an index from the interval $I = [0, N_R)$. The chosen index represents an available $R_j$ and it is assigned to $V_2$. When all indexes are exhausted, which implies that all available $R_j$s have been chosen, a new allocation round begins. The corresponding $P_S$ simply forward each Id pair to the $R_j$ specified by the value of $V_2$. Finally, the $R_j$s of $J_2$ perform the distance computations by using the $Ids$ held by $K_2$ in order to retrieve the corresponding records from the data store.

In each round, by choosing randomly and uniformly the index for each $R_j$ from $I$ without replacement, we actually generate permutations using the indexes of the $R_j$s included in $I$. These permuted indexes guarantee a fair distribution of load for each $q_i$ pairs where $q_i = |w_i|/N_R$. The remainder load of each $W_i$, denoted by $rW_i$, and consists of $n_i = w_i \mod N_R$ pairs, is also distributed evenly to the available reduce tasks with high probability as shown theoretically in Section 4 and experimentally in Section 5. These rounds are illustrated in Figure 1 where the 3rd round handles the remainder load. Figure 2 outlines the execution of jobs $J_1$ and $J_2$ including all the intermediate phases described before. Algorithm 1 is executed by each $M_i$ of $J_2$. An allocation round is implemented by using variables $c$ and $S$. Both are used to store information about the $R_j$s chosen in an allocation round. More specifically, $c$ is a counter, in the context of each $M_i$, that stores the number of the $R_j$s chosen thus far and $S$ represents the set of the indexes of those $R_j$s. A

![Figure 1: A partitioner task of $J_2$ performing 3 allocation rounds of distance computations to the reduce tasks.](image)

**Algorithm 1** Executed for each Id pair by each $M_i$ of $J_2$  

<table>
<thead>
<tr>
<th>Input: $c, S, K_2$</th>
<th>Output: $&lt;K_2, V_2&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: while (true) do</td>
<td>2: $V_2 \leftarrow \text{random}(0, N_R)$;</td>
</tr>
<tr>
<td>3: if $(V_2 \notin S)$ then</td>
<td>4: $S \leftarrow S \cup V_2$;</td>
</tr>
<tr>
<td>5: break;</td>
<td>6: end if</td>
</tr>
<tr>
<td>7: end while</td>
<td>8: $\text{emit}(K_2, V_2)$;</td>
</tr>
<tr>
<td>9: $c \leftarrow c + 1$;</td>
<td>10: if $(c == N_R)$ then</td>
</tr>
<tr>
<td>11: $c \leftarrow 0$;</td>
<td>12: $S \leftarrow \emptyset$;</td>
</tr>
<tr>
<td>13: end if</td>
<td></td>
</tr>
</tbody>
</table>

We use the terms Id pairs and pairs interchangeably.

This actually means that the records represented by these tuples are inserted into the same block.
randomly chosen index from $I$ is assigned to $V_2$ provided that this index has not been used before in the current allocation round. As shown in line (10) when $c$ gets equal to the total number of the reduce tasks, a new round of assignments begins by initializing $c$ to 0 (line (11)) and $S$ to the empty set (line (12)). By doing so, we generate permutations of the indexes of the $R_j$s giving an equal probability to an $R_j$ to be chosen.

4.1 Theoretical analysis

By using the repetitive allocation rounds, described in the previous subsection, we achieve an absolutely equal distribution for the first $q_t$ pairs of each $M_i$ to the $R_j$s. The number of the $R_j$s which will receive the remaining $n_t$ pairs depends on the value of $n_t$, where $n_t < N_R$.

**Theorem 1.** The probability for an $R_j$ to be chosen by an $M_i$ when distributing the remainder load $rW_i$ is:

$$Pr[C_{M_i}(R_j)] = \frac{n_t}{N_R},$$

where $C_{M_i}(R_j)$ denotes the corresponding event.

**Proof.** During the distribution of each remainder load $rW_i$, the probability that a certain $R_j$ is not chosen by an $M_i$ in the first choice is $1 - (1/N_R)$, by using the complement of $C_{M_i}(R_j)$. In the second choice, it becomes $1 - [1/(N_R - 1)]$ since we have already used an $R_j$ which is not replaced. Generally, the probability of $C_{M_i}(R_j)$ given $n_t$ pairs is:

$$Pr[C_{M_i}(R_j)] = 1 - \frac{1}{N_R}(1 - \frac{1}{N_R})\frac{1}{N_R - 1}(1 \frac{1}{N_R - 2})\ldots(1 - \frac{1}{N_R - n_t + 1}) =$$

$$= 1 - \frac{N_R - 1}{N_R} \frac{N_R - 2}{N_R - 1} \frac{N_R - 3}{N_R - 2} \ldots \frac{N_R - n_t}{N_R - n_t + 1} =$$

$$= 1 - \frac{N_R - n_t}{N_R} = \frac{n_t}{N_R}.$$

The above probability increases for large values of $n_t$, where $N_R - 1$ is the largest, because more chances are given to an $R_j$ to be eventually chosen. On the contrary, if $n_t = 1$, which is the lowest value for $n_t$, then this probability diminishes. These bounds are illustrated in (1).

$$\frac{1}{N_R} \leq Pr(C_{M_i}(R_j)) \leq \frac{N_R - 1}{N_R}. \quad (1)$$

Thus, during the distribution of each remainder load $rW_i$, the $R_j$s are chosen with equal probability, which asymptotically leads to a fair distribution of this load to each $R_j$.

**Corollary 1.** By assuming that the expected value of each $n_t$ is $N_R/2$, it follows that each $R_j$ is chosen $N_M/2$ times in expectation by all map tasks.

**Proof.** Let $T_i$ denote the random variable which holds the number of times an $R_j$ is chosen by all map tasks during the distribution of each $rW_i$. Then, the expected value of each $T_i$ is:

$$E[T_i] = \sum_{i=1}^{N_M} \frac{N_M}{N_R} = \frac{N_M}{N_R} = \frac{N_M}{2}.$$ 

**Corollary 2.** The probability for an $R_j$ not to be chosen by any $M_i$, an event denoted by $C'(R_j)$, during the distribution of each remainder load $rW_i$ is negligible.

**Proof.**

$$Pr[C'(R_j)] = (1 - \frac{n_t}{N_R})^{N_M} = \frac{1}{2^{N_M}} = o(1).$$
5. EVALUATION

We evaluate our method by applying the standard block-division mechanism using data sets extracted from the NCVR list. Each record of these data sets includes 5 fields, namely the Id, the LastName as the blocking key, the FirstName, the Address, and the Town. The imbalance ratio, which is equal to max(NN−1 \sum_{j=0}^{N-1} (l_j/N_R)), where l_j denotes the number of Id pairs forwarded to an R_j, is used to measure the efficiency of each method at reducing the load imbalance among the utilized reduce tasks. The optimal value for the imbalance ratio is 1 because if the maximum load distributed to a reduce task is equal to the average load, then the optimal distribution has been achieved.

We compare our method with the naive random-selection scheme, termed as RND, and with a method introduced in [14], termed as SKETCH, where profiling information of block cardinalities is used. For method RND, we employ both jobs J_1 and J_2 but during the execution of J_2, the selection of the reduce task for each Id pair is made randomly and uniformly from I with replacement. Therefore, each reduce task is chosen with probability 1/N_R. The power of this method is its simplicity in terms of implementation because its only requirement is a simple random function returning integer values from I. Integral components of method SKETCH are specialized data structures, commonly known as sketches, built by fast and small-space algorithms for summarizing massive data in order to provide estimates for cardinality queries. More specifically, the Fast-AGMS sketches [4] are used in order to build profiles of estimated block cardinalities for record pairs which reside on each node of the cluster. These sketches are sent to a single reduce task that combines them and produces a vector where each cell may hold the estimated load for multiple blocks. We evaluate the Cell Block Division algorithm where a division process is applied to those cells which hold large loads in order to divide them into sub-cells before assigning them to the reduce tasks.

We set both accuracy parameters \( \epsilon \) and \( \delta \) to 0.01. This sketch-based implementation is scalable to massive data sets mainly because it consumes a small amount of memory in order to store the profiling information.

Apache Hadoop version 1.0.4 is used as the Map/Reduce implementation running on a cluster of eight compute nodes which are virtual machines of the cloud service of the Greek Research and Academic Community (Okeanos)\footnote{urlhttp://hadoop.apache.org/}. The software components are developed using the Java programming language version 1.7.

We evaluate the above-mentioned methods by increasing the number of reduce tasks and the size of the data sets at hand performing two series of experiments. In the first series, we compose data sets by extracting records from the NCVR list without inserting any synthetic records. Figure 3 indicates a skewed distribution of surnames where the relative frequency of the first-ranked surname is equal to 0.013 while the frequency of the 200th-ranked surname is equal to \( 8.6 \times 10^{-4} \).

Figure 4: Evaluating the performance of each method by using data sets extracted from the NCVR list.

(a) By increasing the number of reduce tasks PBLB exhibits a slight deviation from the optimal value (500K records for each data set).

(b) The performance of PBLB is near-optimal regardless of the size of the data sets used (32 reduce tasks).

Figure 5: Evaluating the performance of each method by using synthetic blocks where their cardinality follows the Zipf distribution.

(a) Our method is not affected by the skew applied (32 reduce tasks - 500K records for each data set).

(b) Performance of SKETCH improves as skew increases (64 reduce tasks - 1000K records for each data set).

Figure 4 clearly shows that our method does not cause large variations in the distribution of load, exhibiting results very close to the optimal value. Method RND exhibits better results as the number of reduce tasks increases. This happens because the probability of skewing the load, which essentially is the number of collisions exhibited among the chosen reduce tasks, minimizes as the number of reduce tasks increases. Method SKETCH relies on block cardinality estimates which may deviate from the exact values especially...
in cases where the skew is not high enough, as reported in [12]. These deviations are reflected to the distribution of load affecting the performance negatively. In Figure 6, we illustrate experimental results by using 32 reduce tasks and increasing the size of the data sets that participate in the linkage process. The performance of PBLB is very close to the optimal value regardless of the size used. Also, method RND seems to converge to the optimal value (it converges asymptotically) as the size increases.

For the second series of experiments, we generate synthetic blocks by adding record pairs to those blocks generated by the first series of experiments so that their cardinality follows the Zipf distribution. More specifically, the cardinality of the \( k \)-th most populated block with record pairs is proportional to \( k^{-z} \) where \( z \) is the skew parameter. The performance exhibited by our method is not affected by the skew applied, as shown in both Figures 6a and 7a. On the contrary, the performance of method SKETCH improves as the skew increases. This implies the increased accuracy of estimates for block cardinalities provided by the sketches. Method RND is not affected by the skew applied but its performance is worse than the other methods. In Figures 6 and 7, we measure the execution time for all methods by increasing the number of reduce tasks. For these experiments, we used up to 16 reduce tasks because we had 8 virtual machines available and we configured Apache Hadoop to run at most 2 reduce tasks on each machine. Our method exhibits better results as the number of reduce tasks increases without being affected by the skew applied. Increased skew \( (z = 1.5) \) seems to affect positively the execution time of method SKETCH, as shown in Figure 7, due to more accurate profiling information which results in better utilization of the reduce tasks.

We also ran experiments using the default hash-based \( P_\delta \)s used by Apache Hadoop. The map tasks block the records while the reduce tasks perform the distance computations of the record pairs formulated in each block. The default \( P_\delta \)s in Apache Hadoop, for each tuple \( <K, V> \) map \( K \) the index of the reduce task to which this tuple will be forwarded. A hash function of the form \( h(K) \mod N_\delta \) is used where \( h(\cdot) \) produces an integer value by \( K \). The imbalance ratio using the data sets from the first series of experiments is constantly above 1.6 and becomes even higher, namely above 1.8, by using the synthetic data sets with skew parameter \( z = 1 \).

This imbalance is illustrated in Figure 8a as contrasted to the uniform load distribution achieved by PBLB, which is shown in Figure 8b.

6. CONCLUSIONS

In this paper, we introduce a simple, yet efficient, method for distributing the load of distance computations of record pairs generated by a blocking mechanism on an equal basis among the available reduce tasks by using the Map/Reduce framework. Our method does not require any profiling information but relies on a simple randomization scheme which applies a permutation-based mechanism in order to assign a distance computation to an available reduce task. Further research directions include the mining of statistics regarding characteristics of the considered data sets, as authors do in [9], so that by utilizing a single job, instead of two, we would both formulate and distribute the record pairs to the reduce tasks saving valuable amount of running time.
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