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ABSTRACT
Traditionally most of the anomaly detection algorithms have been designed for ‘static’ datasets, in which all the observations are available at one time. In non-stationary environments on the other hand, the same algorithms cannot be applied as the underlying data distributions change constantly and the same models are not valid. Hence, we need to devise adaptive models that take into account the dynamically changing characteristics of environments and detect anomalies in ‘evolving’ data. Over the last two decades, many algorithms have been proposed to detect anomalies in evolving data. Some of them consider scenarios where a sequence of objects (called data streams) with one or multiple features evolves over time. Whereas the others concentrate on more complex scenarios, where streaming objects with one or multiple features have causal/non-causal relationships with each other. The latter can be represented as evolving graphs. In this paper, we categorize existing strategies for detecting anomalies in both scenarios including the state-of-the-art techniques. Since label information is mostly unavailable in real-world applications when data evolves, we review the unsupervised approaches in this paper. We then present an interesting application example, i.e., forest fire risk prediction, and conclude the paper with future research directions in this field for researchers and industry.

1. INTRODUCTION
Anomalies are data points that are inconsistent with the distribution of the majority of data points [6]. Traditionally the problem of anomaly analysis has been considered by statistics community, where the outcome has been a number of invaluable publications [14; 34; 56]. According to the definition by Barnett and Lewis, an anomaly is “an observation (or subset of observations) which appears to be inconsistent with the remainder of that set of data” [14]. Hawkins defined an anomaly as “an observation which deviates so much from the other observations as to arouse suspicions that it was generated by a different mechanism” [34].

Anomalies are also known as rare events, abnormalities, deviants or outliers 1. Anomaly detection has received considerable attention in the field of data mining due to the valuable insights that the detection of unusual events can provide in a variety of applications. For example, in environmental monitoring of a wireless sensor network, outlier detection techniques can be applied to detect faulty sensors or interesting behavioural patterns.

The availability of data that is used for the task of anomaly detection varies based on the properties of the dataset. In a static dataset, the whole observations of objects are available and the anomalies are detected with regards to the whole dataset. There are comprehensive surveys of outlier detection in static data with respect to different scenarios that are presented in [22; 8; 16; 23; 42; 22]. On the other hand, all the observations may not be available at once and instances can arrive sequentially. The observations in the latter group are called data streams and they can be represented as a dynamic vector. In addition, objects may possess causal/non-causal relationships such as friendship, citation and communication links. This type of relational dataset can be represented as a graph. Similar to data streams, all the observations of objects (nodes in a graph) may not be available at once and they can arrive sequentially. Moreover, the relationships (edges between nodes in a graph) may change over time. This type of relational dataset is represented in an evolving graph. Although various approaches have been developed for anomaly detection, many of them as described in [22; 9] focus specifically on the task of anomaly detection in static data or static graph. However, detecting anomalies in dynamic datasets is a less explored area of research. In this paper, we focus on both evolving scenarios, i.e., data streams and evolving graphs, and provide a categorization of different techniques in each scenario. Note that there are three general application scenarios for outlier detection, i.e., supervised, semi-supervised and unsupervised. Since supervised and semi-supervised scenarios are rare to happen in real-world applications due to the lack of label information regarding the outlierness of some observations, we only survey the unsupervised scenarios, which does not rely on label information in this paper. Figure 1 represents a categorization of different anomaly detection approaches in evolving data.

We also present a real application as an example of anomaly detection in evolving data. We conclude the paper with providing interesting future research directions.

2. ANOMALY DETECTION IN DATA STREAMS
In this section we first start with a definition of data streams and then we survey the literature in the area of anomaly detection in data streams and different techniques.

2.1 Data streams
A data stream is a sequence of data points with three main characteristics. A data stream has a continuous flow. Hence, the processing time of the algorithm is a challenge. In addition, the volume of data delivered by a stream continually increases. In other words, the number of incoming data points is unbounded. Therefore, memory storage is another challenge. Finally, data streams can change over time. The solution to deal with these data stream challenges is to limit the number of processed data points, called data windowing. We categorize windowing techniques into four groups [67; 18]. Figure 2 shows this categorization.

1. Landmark windows: In this windowing technique, a fixed point in the data stream is defined as a landmark and processing is done over data points between the landmark and the present data point.
2. Sliding windows: A sliding window size \( w \) is considered in this technique. It processes the last \( w \) data points in the stream.
3. Damped window model: In sliding window technique, only the last \( w \) data points are processed and the previous data points are ignored completely. Whereas in damped window model, a weight is assigned to each data point in such a way that the old data points get smaller weights. Therefore, the most recent data points are used with higher weights.
4. Adaptive windows: In all previous models, the number of data points that are being processed are fixed. In adaptive techniques, the window size \( w \) would change as the data stream evolves. In this technique, the more the data points evolve, \( w \) becomes smaller. In contrast, if data points remain constant, the value of \( w \) increases.

2.2 Categorisations and techniques
We can categorize the outlier detection techniques in data stream and in unsupervised scenarios to three main groups: statistical based, clustering based and nearest neighbor based approaches. In the following subsections we give an overview of the techniques in each group along with their properties.

2.3 Statistical Based Techniques
In statistical based approaches, the aim is to learn a statistical model for a normal behavior of a dataset. Thereafter, the observations that are not (or has low probability to) fit into that model is declared as outliers. In terms of data streams, Yaminshi et. al. [62; 61] assign an outlierness score to the already built Gaussian mixture model, which shows how the incoming data point is deviated from the model. However, in these set of approaches, a priori knowledge regarding the underlying distribution of the dataset is required, which is almost always unavailable when data evolves over time.

2.4 Clustering Based Techniques
Clustering data streams has become an interesting topic in recent years and has drawn the attention of many researchers. Clustering algorithms can be used to find anomalies in data streams. They can be categorised into two groups: 1) One group of techniques are proposed in which the anomalies are assumed to fall into the clusters with small number of data points or low density. 2) In the second group of clustering based methods the distance of data points to their nearest cluster centroids are used to detect anomalies. In the following paragraphs we discuss the techniques in each group separately.

Many algorithms have been proposed in the first group. In 1996, a clustering algorithm called BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) was proposed for large databases [66]. It considers the fact that memory can not support large databases and is much smaller than the number of data points. The method uses the landmark window model and clusters the data points incrementally and dynamically in a single scan of the data. In ad-
dition, BIRCH is the first algorithm that handles noise and detects outliers in the data stream. It works based on a concept called a Cluster Feature (CF). It is a triplet consisting of three value, that provides useful information to describe a cluster. In other words, it is a way of summarizing a cluster. A Cluster Feature is defined on the following three values:

\[ CF = < n, LS, SS > \]  

where \( n \) is the number of D-dimensional data points in a cluster, \( LS \) is the linear sum of \( n \) data points and \( SS \) is the squared sum of \( n \) data points.

The algorithm starts to create clusters and stores only the CF value for each cluster, which is more memory efficient. The CFs are stored in a height-balanced tree (B+ tree). The process of building a tree is a top-down approach and this algorithm is considered as a hierarchical clustering. For each incoming data point BIRCH finds the point’s appropriate location in the leaf, then it updates the CF values and finally the path to the root of the tree should be updated. BIRCH scans the CF tree regularly and stores low density leaves as outliers.

In [7], for the first time a clustering algorithm called CluStream was proposed which clusters evolving data streams. This algorithm also uses the CF concept which was used in [66], but extends it by adding the temporal characteristics of clusters. Therefore, for each cluster, it considers the relevant time stamps and stores the sum of relevant time stamps in addition to the squared sum of time stamps along with the triplet CF which has been defined above. This algorithm comprises of two steps: online and offline. In the online step the micro-clusters are created, while in the offline step macro-clusters are generated by applying a k-means algorithm on micro-clusters. For each incoming data point the micro clusters are updated accordingly: 1. The new data point can be assigned to one of the micro-clusters or 2. The new data point is far from the existing clusters, therefore a new micro-cluster is created and one of the previous micro-clusters is identified as an outlier micro-cluster and is deleted (based on micro-cluster points’ time stamps) or merged with another micro-cluster. Hence, outliers are not identified by the size of the micro-clusters, rather they are identified by not being active in the recent stream activity.

Many algorithms have been proposed to improve CluStream in terms of quality of clusters for evolving data streams. DenStream [20] specifically focuses on building arbitrary shaped clusters. Therefore, it uses a density-based clustering approach (DBSCAN [29]) to cluster micro-clusters. This algorithm is applicable in noisy datasets and can build normal micro-clusters as well as outlier micro-clusters similar to [7]. It uses a damped window model and weights the recent data points with higher values. Later on, a grid-based density approach is proposed based on two online and offline steps, called DStream [24]. In the online step each data point is assigned to a grid cell and low density grid cells are identified as outliers and removed. Here low density grid cells refer to either the grid cells with low number of data points or the grid cells with high number of data points while their effect have been reduced by a decay factor. In the offline step grids are clustered using a density-based clustering algorithm. This approach is time and memory efficient and clusters arbitrary shaped clusters. While [20] and [24] are based on a damped window model, SDstream [54] is proposed based on a sliding window model. Similar to previous approaches it uses a two step approach, except that it only keeps the last \( w \) data points.

While in all of the above approaches outliers are assumed to fall into the clusters with small number of data points or low density; in the remainder of this subsection we survey the papers in which the distance of data points to their nearest cluster centroids are used to detect anomalies in data streams. In [13], a new outlier detection algorithm called AnyOut is proposed to detect anytime outliers in streaming data. In anytime outlier detection, data streams have varying arrival rates and at a given time \( t \), outlierness value for the current data point \( p_t \) should be computed until the arrival of next data point. AnyOut builds a specific tree structure called ClusTree [41] suitable for anytime clustering. In this tree structure, CFs are stored in each node as well as a buffer for anytime insertion of clusters. Anyout investigates the Clustree in a top-down fashion and finds the closest CF to \( p_t \) at each level. Once the next data point \( p_{t+1} \) arrives, an outlierness score is computed as the distance of \( p_t \) to its nearest cluster feature centroid.

In [28], the data stream is divided into data chunks and \( k \)-means is used for each data chunk. Then the data points which are far enough from clusters centroids are identified as ‘candidate’ outliers. Hence, the outlierness value of data points might change depending on the incoming data chunks. Moshtaghi et. al. proposed a hyperellipsoidal clustering approach to model the normal behavior of the system, where the points outside this clustering boundary will be detected as anomalies [46]. It incrementally updates the hyperellipsoids’ parameters (mean and covariance matrix) to keep track of changes in the underlying distributions of data streams. Another algorithm that falls into the second category is eTSAD [47], a new clustering algorithm that models data streams with a set of elliptical fuzzy rules. Similar to the previous approach the parameters of fuzzy clustering model are updated for each incoming data point to detect outliers and regime changes in data streams.

Rather than modeling data streams by only one set of cluster profiles and updating it over time, in [58] an ensemble-based algorithm has been proposed for evolving data streams in which a pool of clustering models are generated. Therewith, for each incoming data point an outlierness values is being calculated based on a consensus decision using only the relevant set of clustering models. Similar to [46], a hyperellipsoidal clustering approach is used to model the normal behaviour of the data streams in each data chunk and the distance between clusters’ centroids are being used for detecting anomalies. A more time/memory efficient anomaly detection algorithm has been proposed in [25], where the notion of active clusters are introduced. The input data streams is divided into different data chunks and for each incoming data chunk active clusters in the current data chunk are identified. Also, if there exists any emerging distributions, the model which consists of a set of hyperellipsoidal clusters are updated as well.

Finally, while all of the above algorithms detect anomalies by modeling data streams based on clustering, none of them can identify anomalies in real-time. [26] proposes a new approach for discovering temporal evolution of clusters while detecting anomalies in real-time.

2.5 Nearest Neighbors Based Techniques
In clustering based approaches, the outlierness of an observation is evaluated considering the clustering models that are built. However, there is another group of outlier detection techniques in which outlierness scores are assigned to data points considering their nearest neighbors which lead to higher resolution analysis. This group of approaches have gained popularity as they are easy to implement and intuitive.

The first trace of distance based outliers can be found in database community. Let $P$ a dataset with $n$ data points. According to the definitions given in [36; 38; 37], a data point $p \in P$ is a distance-based outlier, DB-outlier, if and only if at least a fraction $c$ of the whole number of data points are in a distance larger than radius $r$. More specifically, a data point $p$ is a DB-outlier if and only if:

$$|\{q \in P|d(p, q) > r\}| \geq cn$$

(2)

where $d$ is a distance function between two data points. These outliers are also called global outliers, as they consider all $n$ existing data points to define outlierness for each data point. While the output of the above definition is a binary decision on the outlierness of each data point, in [51], a score of distance-based outlierness has been proposed based on a given parameter $k$ (a number of nearest neighbors). For a data point $p \in P$, this score is called $k$-distance ($d(p, q)$) and it is computed as the distance between a data point $p$ and its $k$-th nearest neighbor ($k$th-$NN$) in $P$.

Later, Anguilli and Pizzuti defined another score of distance-based outlierness [11]. Given parameter $k$, for each data point the distance between the data point and its all $k$ nearest neighbors ($k$-NNs) are computed and considered as the outlierness score, specifically:

$$k\text{-distance} = w(p) = \sum_{q \in N(p,k)} d(p,q)$$

(3)

where $N(p,k)$ is the set of $k$ nearest neighbors of $p$.

### 2.5.1 Distance Based Techniques

In term of streaming data in [10] and [63], a sliding window is used to detect global distance-based outliers in data streams with respect to the current window. The authors in [39] improved the time complexity and memory consumption in comparison to [10] and [63]. Finally in [21], a faster and more general framework called LEAP has been proposed for high volume high dimensional data streams by optimizing the search space. In addition, different types of distance-based outlierness [51], [11] have been detected by this framework. Since the outliers are computed with respect to the last $n$ data points, the outliers that are detected by these approaches are called ‘global’ outliers. Hence these approaches fail to detect outliers in non-homogeneous densities.

### 2.5.2 Density Based Techniques

In contrast to distance-based ‘global’ outliers, distance-based ‘local’ outliers (a.k.a. density-based outliers) are data points that are outliers with respect to their $k$ nearest neighbors. LOF is a well-known density-based outlier detection algorithm [19]. In this algorithm a score of outlierness, called LOF (Local Outlier Factor), is computed for a data point $p$ according to the following definitions, assuming that all data points are available and the number of nearest neighbors is $k$.

- **$k$-distance($p$):** the distance between a data point $p$ and its $k$th nearest neighbor ($k$th-$NN$).
- **Reachability distance (reach-dist) of a data point $p$:**
  
  $$reach-dist(p,o) = \max\{k\text{-distance}(o), d(p,o)\}$$

  (4)

  where $d(p,o)$ is the Euclidean distance between $p$ and $o$.
- **Local reachability density (lrd) of a data point $p$:**
  
  $$lrd_k(p) = \left(\frac{1}{k} \sum_{o \in N(p,k)} reach-dist(p,o)\right)^{-1}$$

  (5)

  where $N(p,k)$ is the set of $k$ nearest neighbors of $p$.
- **Local outlier factor of a data point $p$:**
  
  $$LOF_k(p) = \frac{1}{k} \sum_{o \in N(p,k)} \frac{lrd_o}{lrd(p)}$$

  (6)

Since the LOF technique achieves good detection accuracy in non-homogeneous densities (often the case in practice) without assumptions regarding the underlying distribution of the dataset, it has become a popular approach and many variants of this technique have been proposed.

Pokrajac et al. [50] were the first to propose an incremental version of the LOF technique (iLOF) that can be used for data streams. All previous versions required the entire dataset to compute LOF values for the data points, but in the iLOF technique the outlier factor is computed for each incoming data point. For each incoming data point $p$, the iLOF finds the $k$-nearest neighbors ($k$-NNs) of $p$, computes the local outlier factor of $p$ based on the outlier factors of its $k$-NNs, and updates the $k$-NNs of past data points along with their local outlier factors if needed. Pokrajac et al. showed that only a few data points are required updating and therefore the algorithm was efficient. In order to detect outliers accurately, all past data points need to be retained to compute the outlier factor for each new incoming data point. Therefore, iLOF suffers from large memory requirements, as well as high time complexity.

Recently a memory efficient algorithm called MiLOF has been proposed to address these limitations in density-based outlier detection problems [57]. MiLOF detects outliers in data streams with the same technique as iLOF but with less memory/time consumption with a comparable accuracy to iLOF.

### 3. ANOMALY DETECTION IN EVOLVING GRAPHS

In this section, we discuss the problem of detecting anomalies in dynamic graphs. The graphs that we consider in this section are snapshots of evolving graphs. Therefore we can consider these graph snapshots to be static entities. Our objective is to detect anomalous behaviour in the graph, which might involve abnormal vertices, edges and subgraphs. This problem is quite similar to anomaly detection in clouds of data points.
Popular anomaly detection techniques can be employed in graph datasets as well. We can extract high level features from the graph and perform anomaly detection techniques on the processed data. The snapshots of the graph can be considered as potential high dimensional data, i.e., after feature extraction, thus we can consider evolving graphs as data streams and deal with the problem of anomaly detection in this type of data using the techniques described in Section 2.

Due to the popularity of graphs in representing real-world networks, numerous methodologies have been developed for spotting anomalies in graph data. We discuss anomaly detection in graph data only for plain graphs where there are only nodes and edges representing the data, and there are no attributes associated with those nodes and edges. However these techniques can be extended to attributed graphs as well. Nodes and/or edges in an attributed graph represent various features. For instance, a node in a social network may have various education levels or interests, and links may have different strengths.

We first need to define the anomaly detection problem given the snapshots of graphs over time. Anomalies are defined as nodes, edges and sub-patterns that deviate from the observed normal patterns in the graphs. Since we are considering plain graphs, the significant information to incorporate in an anomaly detection scheme is the graph structure or topology. The interesting patterns can be detected through two sets of techniques: structural sub-patterns and community-based sub-patterns.

The first category of techniques extracts useful graph-centric information such as node degree, in addition to other features, and performs anomaly detection on data points. Therefore, the problem of anomaly detection in graphs is transformed to the well-known problem of spotting outliers in an n-dimensional space.

The graph-centric features can be computed from nodes or the combination of two, three or more nodes, i.e., dyads, triads and communities. These features can also be extracted from the combination of all nodes in a more general manner [35]. Network intrusion detection [27] and spotting web spam [15] have utilized graph-centric features in their process of anomaly detection.

### 3.1 Node-based Anomalies

One of the anomalous objects that can be found in a dynamic network is a single vertex or collection of vertices. In each time step, a series of features are extracted from the nodes. The techniques in this category constitute a feature extraction scheme, which measures vertex properties such as the degree, or the ego-net density of a single vertex. The nodes that demonstrate irregular behaviour in comparison to others are detected as anomalous. However it is worth noting that various approaches use a number of different feature extraction techniques based on the assumptions, aim and the domain of the problem they are interested in.

Since we are considering streaming graphs, the context of time is also added to the features extracted from a node. The temporal aspect of the graphs adds another level of complexity to the problem. We define node anomalies as the vertices whose scores are above the average score \( \hat{f} \) as shown in Equation 7. The score is calculated using a function \( f \) that yields a real-valued score for each node, \( f : V \rightarrow \mathbb{R} \).

The average score \( \hat{f} \) is calculated based on the scores of the normal nodes. The anomalous nodes \( V' \subset V \) are thus defined as:

\[
\forall v' \in V', |f(v') - \hat{f}| > c_0
\]

where \( c_0 \) is the acceptable deviation calculated from the normal node behaviour. It is worth mentioning that the scoring function \( f \) may measure the change in the number of connections that each vertex has between consecutive time steps, or the change in the edge weights. In simple scenarios, anomalous nodes undergo substantial change, which makes their detection easier. However, this is not always the case, for instance, consider the example of a node anomaly shown in Figure 3. The two time stamps \( t_1 \) and \( t_2 \) are consecutive snapshots of the same network. As you can see, there are two full cliques consisting of nodes \( V_1 \) and \( V_{10} \).

These two full cliques can be considered as communities, such as the students in two different high schools. At time stamp \( t_1 \), there is a link between two of the nodes/students from different communities, namely nodes \( V_2 \) and \( V_{10} \). However, in the next time step, this link is eliminated. Although the degrees of the nodes \( V_2 \) and \( V_{10} \) have not changed substantially, time stamp \( t_2 \) is considered to be abnormal and the two previously mentioned nodes are detected as anomalous. The interesting insight from this example is that detecting abnormal nodes needs a structure-aware feature extraction technique to first spot the discontinuity.

Figure 3: Graph variants where circles and lines represent vertices and edges respectively.

A good technique in detecting anomalous nodes in a community structured network is to determine the level of involvement of a node in communities throughout time. An example of such an approach is [55], where the authors try to model the roles for each node and monitor their role change over time. Their definition of node roles is dissimilar to that of community memberships. The roles in [55] are defined as sets of nodes that are structurally similar to each other, and not necessarily the nodes with many connection within themselves. They propose a Dynamic Behavioural Mixed-membership Model (DBMM), which uses the concept of feature based roles and can generalize the learned roles to the unobserved communities.
vertices. DBMM focuses on temporal anomalies, where at each time step, a feature extraction procedure takes place that determines node roles. They use regularization to compute the number of roles and also employ transition matrices to calculate the probability of a node changing its role in the upcoming time-step. This approach is consistent with the definition of node anomaly in Equation 7 in the sense that the node anomaly score is calculated based on the difference of its estimated and true roles. It is worth noting that DBMM can only detect abnormal nodes in each time step and it lacks a more general outcome, i.e., anomalous graph instances.

Another example of node-based anomaly detection in streaming graphs is [33], where the authors introduce the notion of Evolutionary Community Outliers (ECOOutlier). ECOOutlier refers to the task of detecting vertices that indicate abnormal community-membership evolution in consecutive time-stamps. The authors first define a normal evolutionary trend based on the latent communities discovered in the data. They propose an approach for integrating community matching and anomaly detection, where the problem becomes one of minimizing community matching error while anomalous nodes are ignored by assigning lower weights to them.

One of the properties of ECOOutlier [33] is that in each iteration, only the two consecutive time-stamps are compared. This method constructs a belongingness matrix, which is the basis for community matching and anomaly detection. The outcome of this approach at each time-stamp is the anomaly score of each node in the graph.

### 3.2 Edge-based Anomalies

Another anomalous entity that can be found in a dynamic network is the edge or collection of edges that indicate anomalous evolutionary trends in comparison to the majority of the edges in the network. In contrast to node-based anomalies, the abnormal edges can be directly detected from the edge weight evolution or edge addition/elimination between nodes, which do not belong to the same community or are very unlikely to form a relationship.

We can define the edge anomalies similar to the vertex anomalies that were described in Equation 7. The edges whose scores are more than the average score $\hat{f}$ as shown in Equation 8 are considered anomalous. The edge score is calculated using a score function $f$ that yields a real-valued score for each edge, $f : E \rightarrow \mathbb{R}$. The average score $\bar{f}$ is calculated based on the scores of the normal edges. The anomalous edges $V' \subset V$ are thus defined as:

$$\forall e' \in E', |f(e') - \bar{f}| > c_0$$

(8)

where $c_0$ is the acceptable deviation from the average normal edge score. A trivial example of the edge score function $f$ is to measure the weight change of an edge from one time-stamp to the next. In simple scenarios, anomalous nodes undergo substantial change, which makes their detection easier. This is shown in Figure 4, where the edge connecting nodes $V_3$ and $V_4$ is indicating abnormal evolution in the second time-stamp. Another anomalous edge weight evolution is captured in the edge connecting nodes $V_1$ and $V_4$ at the third time-stamp.

In addition to the edge weight evolution, we can model the edges based on their corresponding nodes’ interactions. The score function of each edge $f$ in this context is the probability of an edge weight at a given time-stamp. An example of such an approach is in [45], where the authors assign an anomaly score to every edge with respect to the probability of observing that edge weight at a given time-stamp. This method is called NetSpot, which uses the edge anomaly score to detect significant anomalous regions, i.e., subgraphs, within a dynamic graph. The outcome of the NetSpot approach [45] is a collection of anomalous subgraphs and their corresponding time windows.

![Figure 4: An illustration of an anomalous edge that occurs due to an irregular weight evolution pattern, with the anomalous edge highlighted in red. At each time stamp, a vertex weight typically changes by ±0.05 at most. However, edge (1,3) has a spike in its weight at time stamp 2, unlike any other time in the series.](image)

### 3.3 Events or Changes

Another type of anomalies in dynamic graphs is changes or events. These are the most important categories of anomalies in networks since they can often be associated with important phenomenon in the real world. Unlike the node- and edge-based anomalies, this type of anomalous behaviour can only be found in dynamic networks. Event detection can be defined as time stamps when the graph structure is different from that of the other time stamps. This definition is much broader than the previously defined types of anomalies and contains edge or node anomalies as well. To address the problem of event detection, we need to measure the graph score for each time stamp in the dynamic network. Examples of graph scores are average clustering coefficient, average vertex degree, and so on. Each graph can be summarized through this scoring function $f$. We can define an event as a time stamp when the current graph score $f(G_t)$ is different from the previous and next graph scores, i.e., $f(G_{t-1})$ and $f(G_{t+1})$, as shown in Equation 9. The graph score is calculated using a score function $f$ that yields a real-valued score for each graph, $f : G_t \rightarrow \mathbb{R}$. The average score $\bar{f}$ is calculated based on the scores of the normal edges. An anomalous time stamp $t$ is thus defined as:

$$|f(G_t) - f(G_{t-1})| > c_0 \quad \text{and} \quad |f(G_t) - f(G_{t+1})| > c_0$$

(9)

where $c_0$ is the acceptable deviation from the average normal graph score. A simple example of a graph score is to calculate the number of edges or vertices at each time stamp and use it as a basis of comparison between two graphs. Note that the task of event detection in dynamic networks merely identifies an anomalous time stamp. It does not provide any attribution to the underlying cause of anomalous behaviour. Another type of anomaly detection in dynamic networks is change detection, which is closely related to events. While events occur suddenly and in an isolated manner, changes indicate the time-stamps, where the graph structure changes.
and this change is maintained afterwards until another change point is encountered. Figure 5 shows an example of a change point in a dynamic network. At the fourth time-stamp, the structure of the network has changed to a semi-full clique and it remains the same afterwards.

Figure 5: Example of a time sequence of graphs that contains a change point at \( t_4 \).

One of the approaches for event detection in dynamic networks is [49]. The authors in [49] introduce a technique called ParCube, which uses tensor decomposition to efficiently represent the data using sparser latent factors. ParCube is a parallelisable approach for fast tensor decomposition and can be applied on large-scale datasets. Since the data is stored in a tensor, ParCube can manage attributed graphs as well as plain graphs.

The authors in ParCube employ a random sampling strategy to select slices of the original tensor and thereafter perform tensor decomposition on these more manageable slices. The random sampling and decomposition on different slices can be done simultaneously. They then merge the smaller decompositions and combine them to retrieve the overall tensor decomposition outcome. ParCube is used for event detection by computing the reconstruction error of the tensor decomposition from one time-stamp to another.

In addition to ParCube, there are other approaches that use tensor decomposition as the basis of event detection. For instance the authors in [12] introduce a technique called Com2, which detects community-based anomalies in a dynamic network. The intuition behind this approach is to determine comets or communities that appear and disappear periodically. The authors use low-rank tensor factorization in combination with Minimum Description Length (MDL) to detect communities in a temporal environment.

Another event detection technique is introduced in [17], where the authors propose an approach called NetSimile, which extracts structural features from each graph. These features comprise the signature vector for each graph in the dynamic network setting. The problem of finding the graph similarity between two graphs is reduced to finding the distance of their corresponding signature vectors. NetSimile uses the Canberra distance between the pairs of signature vectors. The features that NetSimile captures include ego-net properties, node degree, clustering coefficient and so on.

Finally the last techniques that we discuss in this category are [40; 52; 53], which were introduced recently. All of these approaches compare consecutive graphs based on their structural features. The authors in [40] introduce an approach called Delta Connectivity (DeltaCon), where the underlying intuition is to calculate node affinities, i.e., the influence that nodes have on each other, by using Fast Belief propagation. DeltaCon uses the pairwise node affinities to measure graph similarity. The authors in [52] propose a scalable technique that creates a compact yet structure-aware feature set for each graph using a matrix permutation technique called Amplay. The matrix permutation step can be used as a heuristic for determining the Maximal Independent Sets (MISs) in a graph. The resulting feature set includes the rank of each node in a graph and this rank ordering is used by rank correlation for comparing a pair of graphs. Finally, [53] proposes a structure aware graph embedding scheme based on random projection and exploits the Johnson and Lindenstrauss lemma to provide a theoretical proof of its performance. They capture features pertaining to community structure or topological proximity of nodes in a graph.

Table 1 provides a comparison between dynamic graph anomaly detection schemes.

4. APPLICATION: FOREST FIRE RISK PREDICTION

In this section we first review a few methods currently used for forest fire danger assessment and then we show how anomaly detection techniques can be used to predict the risk of forest fire.

Natural disasters are a prevalent reality around the world. Roughly 102 million people worldwide were affected by natural disasters in 2014 alone [4], with a global annual economic loss estimated at over $300B [5]. Researchers link natural disasters with climate change and statistics show that in 2014, 87% of worldwide natural disasters were climate-related [4]. Some countries, including Australia, experience forest fires, locally known as bushfires, as the most damaging disasters. In the Australian state of Victoria, forest fires pose the largest annual risk to the safety of residents [3]. For example, in the recent ‘Black Saturday’ Victorian forest fire event of February 2009, over 1.1 million acres burnt, 173 people lost their lives and over 400 people were injured [2]. Another notable impactful event was ‘Ash Wednesday’ in February 1983, with 75 fatalities and over 1 million acres burnt in the states of Victoria and South Australia. The
impact of these disasters is multi-dimensional, from social and psychological to economic and environmental.

The reality described above makes a strong case for forest fire research, not only in Australia but also around the world. One of the most pressing problems in this context is the ability to predict the risk of a forest fire event. By knowing the risk, government agencies, communities and individuals can be better informed so they can take the most appropriate measures to mitigate and prepare for forest fire events, if and when they eventuate.

In Australia, the McArthur Forest Fire Danger Index (FFDI) [43] is used by the national Bureau of Meteorology to draw Fire Danger Index maps [1], which in turn are used by state forest fire authorities to determine Fire Danger Ratings (FDR). FFDI is calculated based on temperature, humidity, wind speed, dryness and fuel weight as shown in Equations 10 and 11 [48]:

$$ FFDI_{\gamma} = 2e^{-0.45+0.987\times \ln(D_{F})-0.0345H_{\gamma}+0.0338T_{\gamma}+0.0234V_{\gamma}} $$

$$ DF_{\gamma} = \frac{0.191(N_{\gamma}+104)(N_{\gamma}+1)^{1.5}}{3.52(N_{\gamma}+1)^{3.5}+Pre_{\gamma}+1} $$

where $H_{\gamma}$ is relative humidity, $T_{\gamma}$ is air temperature, $V_{\gamma}$ is average wind velocity in the open at the height of 10 m, $FDF_{\gamma}$ is forest fire danger index and $DF_{\gamma}$ is drought factor which uses precipitation observations $Pre_{\gamma}$. $N_{\gamma}$ is time since rain and $I_{\gamma}$ is soil’s moisture content all at time $\gamma$.

The output FFDI values are further interpreted based on a defined categorisation. Figure 6 depicts the six different categories. Using the above equations and these categories, the Australian emergency management agencies find the relevant category and broadcast it daily.

The main drawback of operational forest fire rating systems including FFDI is that the danger index is calculated based on the most current weather observations available, using a static model, and not customised to the particular location where the danger index is used. This determines a coarse variation between the danger indices of consecutive days and is not indicative of the temporal development of the forest fire danger conditions, which can be observed prior to forest fire events.

Along with FFDI, other approaches to predict forest fire danger also exist around the world. There is a vast body of work modelling the risk of forest fires with diverse focus. Some investigate the likelihood of forest fires, while others study the intensity or effects of forest fires (based on ecological, social or economic values) [44]. To counter the issue of spatially limited data (e.g. received from sparse weather stations), a number of studies look at forest fire danger detection using sensor networks. For example, [64] propose a wireless sensor network where sensor nodes are used to collect the data (e.g. temperature, relative humidity) and submit the information to specific cluster nodes. The cluster nodes will then construct neural networks to produce a weather index showing the likelihood for the weather to cause a forest fire. The paper does not describe the actual model hence the spatiotemporal customisation of the model cannot be assessed. In [31], it is claimed that forest fire risk needs to consider both forest fire behaviour probability and effect. The former depends on the spatial and temporal factors controlling forest fire spread, including fuel and weather. Moreover, the authors investigate the burn probability based on historic forest fire data, and highlight the need to move beyond assumptions of spatial and temporal uniformity while modelling that probability. Their approach is in line with [30] that argues that localised spatial properties (topography, fuel, weather) produce local differences in the forest fire behaviour, hence local differences in forest fire risk.

### 4.1 Anomaly detection based approach

In this subsection we argue how anomaly detection can be used for forest fire risk prediction. The input data for most of the forest fire danger prediction methods are meteorological observations sourced from weather stations (e.g. temperature, wind speed, wind gust, wind direction relative humidity, precipitations) together with spatial features such as...
as topography, vegetation type and vegetation density to predict the forest fire danger/risk for the given conditions based on empirical methods. The meteorological observations are examples of evolving data streams. Any of the anomaly detection techniques described in Section 2 can be used to detect forest fire risk. Note here extreme weather conditions can be seen as high risk episodes. In [59] a similar approach is used and it is shown that leveraging anomaly detection approaches is beneficial in predicting risk of forest fire in 3 weather stations in Australia, and as a result giving the decision makers more fine-grained information about the increasing forest fire danger and allowing them to take even better informed decision to protect communities and the environment.

If we monitor meteorological features in more than one location then we can consider both meteorological as well as spatial features along with their relationships. Hence we can represent this dataset as an evolving graph. Anomaly detection techniques describes in Section 3 can be potentially used to model this problem and predict the risk of forest fire.

5. CONCLUSIONS

While there exists a considerable number of literature surveys capturing a variety of techniques in detecting anomalies in static data [22; 9], anomaly detection in the presence of evolving data has not been well explored. In this paper, we have considered the problem of detecting anomalies in evolving data and reviewed the existing ‘unsupervised’ anomaly detection techniques in this domain. We first surveyed techniques proposed for data streams and then focused on more complex scenarios, i.e., evolving graphs. We have also showcased the importance of anomaly detection in dynamic settings through a real-world application example, i.e., forest fire risk prediction.

5.1 Future Work

One of the emerging directions of research in detecting anomalies is their implications in high dimensional data streams or attributed dynamic graphs. Although there have been limited attempts by [60; 65; 32] in data streams, most of the existing algorithms in this survey lose their effectiveness in the presence of high dimensional data. Thus, we need to redesign the current models to be able to detect outlying patterns accurately and efficiently. More specifically, when there is a large number of features, there might exist a set of anomalies that emerge in only a subset of dimensions at a particular period of time. This set of anomalies may appear normal with regards to a different subset of dimensions and/or period of time. Another interesting future research direction is the appearance/disappearance of new/old data dimensions over time. This is an interesting area with many potential applications such as anomaly detection in IoT devices, where the sensors (representing the number of dimensions) can go off/on intermittently over time.

Another emerging area is ensemble analysis. Ensemble analysis is a technique that has been shown to improve the accuracy of many data mining tasks including anomaly detection in static data. Initial attempts on ensemble analysis for anomaly detection in streaming setting are described in [58; 32]. However, this area of research is still unexplored and more accurate models can be proposed based on the bias-variance trade-off.

6. REFERENCES


